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Abstract: The contentious effect of foreign aid on real exchange rate in developing countries leading to Dutch disease necessitates further research since its impact can only be determined empirically. Using annual data gathered from the World Bank Development Index database with reference period of 1980 to 2016, we test the Dutch disease hypothesis by empirically examining the effect of foreign aid on real exchange rate in Ghana. Contrary to the findings of studies which establish non-existence of Dutch disease in Ghana, the empirical results of this study reveal otherwise, both in the short-run and long-run. To mitigate Dutch disease menace in Ghana, it is important that the country utilize its ideal productive capacity to cushion its aid-induced increased demand.
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Although foreign aid inflows to developing countries are intended to support the economic reforms and fiscal responsibility, concerns have been raised among policymakers and economists about the potential adverse effects these aid inflows may have, particularly, on the external competitiveness of the economy. The numerous debates over foreign aid are based on how it would affect important economic variables such as growth, investment, savings and real exchange rate. This study empirically examines the effect of foreign aid on real exchange rate in Ghana to test the Dutch disease hypothesis. The study concludes that there is existence of Dutch disease in Ghana.
1. Introduction

The ultimate argument that foreign aid contribute to economic growth in beneficiary countries has been the driver of aid flows for many years as formally established in the “two gap” model of Chenery and Strout (1966). In the latter part of the twentieth century, the amount and scope of the aid transfers increased significantly such that aid from Organization for Economic Cooperation and Development (OECD) and Organization of Petroleum Exporting Countries (OPEC) was almost USD 60 billion at the end of the millennium official development assistance (World Bank, 2004). Lancaster (2007, p. 101) defines foreign aid as “voluntary transfer of public resources from one country to another to better the human condition in the country receiving the aid.” foreign aid which is the transfer of funds from developed countries to developing countries is in the form of project aid, commodity aid (i.e. food aid), technical assistance and programmed aid (balance of payments support and budget support) (Cassen, 1994). In aid research, aid can be measured in two ways: (1) effective development assistance (EDA) and (2) official development assistance (ODA). Effective development assistance is a combination of aid in the form of direct grants and loans that are grants which are adjusted for inflation so as to reflect the real cost of providing the aid while official development assistance indicates aid in the form of direct grants and concessional loans whereby the component of the grant is beyond 25% (Daalgard & Henrik, 2001).

Promotion of economic development and well-being generally measured by economic growth and poverty reduction is the main aim of much of the aid inflows to developing countries like Ghana. With the help of the International Monetary Fund (IMF) and the World Bank since 1980, measures have been put in place to end the recession of the Ghanaian economy and to travel on the path of sustained economic growth and development. This has resulted in the remarkable assistance from donors in the form of grants, technical assistance and concessional loans (Loxley, 1998). In the latter part of 1980s and early part of 1990s, the Ghanaian economy benefitted largely from significant amount of aid as a result of reforms and structural adjustments through the Economic Recovery Program (ERP) of 1983 and the Structural Adjustment Program (SAP) of 1986 (Boakye, 2008). The total aid flows to Ghana increased three times from USD 150.7 million in 1985 to USD 450.8 million in 1995 (Boakye, 2008). Between 2000 and 2006, aid inflows rose to an annual average of more than 17% of GDP compared with 3% of GDP before the SAP. Table 1 presents the Net ODA received by Ghana from 1990 to 2015. The Net ODA received increased from

<table>
<thead>
<tr>
<th>Year</th>
<th>Net ODA received (current US$)</th>
<th>Net ODA received (% of central government expense)</th>
<th>Net ODA received (% of GNI)</th>
<th>Net ODA received (% of gross capital formation)</th>
<th>Net ODA received (% of imports of goods, services and primary income)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1990</td>
<td>559,720,000</td>
<td>–</td>
<td>9.7</td>
<td>65.8</td>
<td>35.4</td>
</tr>
<tr>
<td>2000</td>
<td>600,650,000</td>
<td>–</td>
<td>12.4</td>
<td>50.2</td>
<td>17.3</td>
</tr>
<tr>
<td>2007</td>
<td>1,162,920,000</td>
<td>26.3</td>
<td>4.7</td>
<td>23.4</td>
<td>11.1</td>
</tr>
<tr>
<td>2008</td>
<td>1,312,170,000</td>
<td>22.4</td>
<td>4.6</td>
<td>21.4</td>
<td>10.3</td>
</tr>
<tr>
<td>2009</td>
<td>1,584,690,000</td>
<td>33.8</td>
<td>6.1</td>
<td>29.5</td>
<td>13.5</td>
</tr>
<tr>
<td>2010</td>
<td>1,697,220,000</td>
<td>26.2</td>
<td>5.4</td>
<td>20.3</td>
<td>11.7</td>
</tr>
<tr>
<td>2011</td>
<td>1,803,860,000</td>
<td>21.6</td>
<td>4.7</td>
<td>17.2</td>
<td>8.7</td>
</tr>
<tr>
<td>2012</td>
<td>1,799,290,000</td>
<td>–</td>
<td>4.5</td>
<td>13.5</td>
<td>7.4</td>
</tr>
<tr>
<td>2013</td>
<td>1,328,610,000</td>
<td>–</td>
<td>2.9</td>
<td>10.0</td>
<td>5.5</td>
</tr>
<tr>
<td>2014</td>
<td>1,123,720,000</td>
<td>–</td>
<td>3.0</td>
<td>10.7</td>
<td>5.3</td>
</tr>
<tr>
<td>2015</td>
<td>1,768,290,000</td>
<td>–</td>
<td>4.9</td>
<td>19.1</td>
<td>7.9</td>
</tr>
</tbody>
</table>

Source: Authors own construct (2017), data extracted from World Development Indicators
1990 to 2012, reduced between 2013 and 2014 and increased again in 2015. The Net ODA received as a percentage of gross national income (GNI), gross capital formation and imports has been relatively low since 2007. Although the Net ODA received as percentage of government expense is relatively low, the figures presented show that it forms an important part of government expenditure.

Although the huge aid inflows to Ghana and other developing countries are intended to support the economic reforms and fiscal responsibility, concerns have been raised among policymakers and economists about the potential adverse effects these huge aid inflows may have, particularly, on the external competitiveness of the economy. The numerous debates over aid are based on how it would affect important economic variables such as growth, investment, savings and real exchange rate (Berg, Hussain, Aiyar, Roache, & Mahone, 2005; Van Wijnbergen, 1984, 1985; Younger, 1992).

Based on the Dutch disease theory, increase in aid inflows leads to appreciation of real exchange rate as a result of increase demand for non-tradable goods and subsequently increase in prices of non-tradable goods as the money is spent domestically (Van Wijnbergen, 1984, 1985). The theory on Dutch disease is that aid inflow and spending lead to the insurgence of Dutch disease in an economy. Even at moderate levels, on non-traded commodities, it results in appreciation of the local currency in real terms, exports become less competitive on the global markets and consequently, import increase at the expense of export, hence, deteriorating the balance of trade. A decrease in export leads to reduction in aggregate demand as well as equilibrium income. In addition, real exchange rate appreciation causes import to become comparatively less costly, the country at this point stops local production, which leads to deindustrialization. The term “Dutch Disease" was derived from the adverse impact on Dutch manufacturing of the increase in income associated with the discovery of natural gas in the Netherlands in the 1960s, essentially through the appreciation of the Dutch real exchange rate (Van Wijnbergen, 1984, 1985).

However, the empirical results of the effect of aid on real exchange rate in sub-Saharan African countries have been inconclusive. Van Wijnbergen (1985) argued that aid leads to appreciation of the exchange rate. This further leads to a decrease in the production of tradable goods and exports. White (1992) also asserted that aid could cause appreciation of the real exchange rate, especially when the aid is expended on non-tradable goods. Edwards and van Wijnbergen (1989) concluded that the effect of huge aid inflows is comparable to the increase in income from natural resources. This is due to the fact that they are both presented in cash foreign currencies and this put pressure on the real exchange rate. According to Berg et al. (2005), if aid is spent on tradable goods (i.e. import of investment goods and those with limited offer), they may not cause overvaluation of the exchange rate. Adam and Bevan (2004) revealed that the effects of Dutch disease is present in the short-run, beyond that the correlation between increased aid inflows, real exchange rate and welfare are not straightforward as simple models of aid suggest. Issa and Ouattara (2008) find no evidence of the Dutch disease in the short-run or long-run. In a study of 65 developing countries with data over 40 years revealed the absence of aid and Dutch disease type of problems. In Ghana for example, Younger (1992) revealed that huge aid inflows to Ghana have injured the economy rather than helping. Thus, the huge aid inflows have led to upsurge in macroeconomic management problems related to inflation, real exchange rate appreciation and tightened funds to the non-bank private sector. On the other hand, studies have found that instead of leading to real exchange rate appreciation, aid inflows have led to real exchange rate depreciation in Ghana (Arhenful, 2013; Sackey, 2001).

The contentious effect of aid on real exchange rate necessitates further research since the long-term impact of aid inflows on the real exchange rate can only be determined empirically. In addition, our study extends the data from 1980 to 2016 compared with other studies, which have used data just up to about 2012 for Ghana (Arhenful, 2013; Sackey, 2001; Younger, 1992). This helps us to find out what the current situation is as there has been various developments.
pertaining to aid. In this regard, the objective of this study is to test the aid and Dutch disease hypothesis by empirically examining the effect of aid on real exchange rate in Ghana.

It is important to estimate the effect of aid on real exchange rate since aid forms a major part of Ghana’s capital inflows and goes a long way to negatively or positively affect economic growth of the country. This study is also important for policy on aid flows into Ghana by providing plausible policy recommendations. Policy could be drawn from the findings of this study as to whether Ghana should continue to depend more on aid or otherwise. The findings of this study would add to existing literature on the relationship between aid and exchange rate in developing countries.

1.1. Trend of aid flows and exchange rate
Figure 1 presents trend and pattern of exchange rate and aid. In recent times, aid flows into the Ghanaian economy have been in the form of all-purpose budget assistance, sector assistance (principally, education as well as health) and project support utilizing parallel systems. From the perspectives of Harrigan and Younger (2000), before mid-1960s, aid was considered to be insignificant in Ghana. This is attributed to the fact that the government at that time doubted USA and Britain who were Ghana’s principal aid givers. This never helped the previously deprived status of affairs. Researchers such as Killick (1978), Brownbridge (1994) and Quartey (2005) posit that before the 1961 balance-of-payments crunch, small budgetary aid and foreign exchange were needed by the economy. This is because the country had congenital modicum debt, considerable foreign exchange reserves, as well as small public sector from their colonial masters. Although the economy had the interest to attract aid post-1961, censure of the two main western aid givers (USA and Britain) by Kwame Nkrumah (the then president of Ghana) rendered them less appealing origins of support. In due course, Nkrumah was able to secure aid from Eastern bloc, nonetheless, the association worsened in the early stage of the programme which had a severe impact on the disbursement (Killick, 1978).

Before 1980s’ economic reforms, aid flow into the Ghanaian economy has been very volatile, small, and politicians used it to undertake their own businesses. In the late 1980s, aid flow in the economy increased appreciably. Ghana’s aid per capita rose above African average as well as other emerging economies in the globe (Quartey, 2005). Growth was increased by the aid flow; however, it is not clear if the rise in growth indicates causation. The increase in growth as a result of upsurge in aid flow happened in early stage of the Economic Reform Programme (Aryeetey & Cox, 1997). According to Younger (1992), the conditions that accompanied the programme helped to prevent fungibility and aid-induced Dutch disease. Ghana experienced a new stage in its economic situation in the late 1980s and early 1990s. There was a high return on public investments, reintegration of infrastructure and functioning market compared with pre-ERP era (Harrigan & Younger, 2000). During the reform period, liberalization of the foreign exchange market was done which caused the succeeding aid flow to induce appreciation of the foreign exchange. This went a long
way to boost export in the economy. Again, the government of Ghana imposed a restriction on private sector credit in its quest to counteract the monetary effects of the inflows (Younger, 1992). However, the target of the government was not achieved when the increase in aid flow resulted to the incident of Dutch disease. Aid inflows upsurged from US$ 578.96 million in 2001 to US$1,896.8 million in 2010. Nonetheless, during the late 2008 and early 2009, aid flow to Ghana decreased considerably due to the financial and global economic crisis. Aid flow increased from 2011 to 2014 and decreased again from 2015 to 2016.

Azid et al. (2005) noted that exchange rate is the price of one currency in relation to another. The exchange rate (Ghana cedi against the US dollars) has been fluctuating over the years. Before the arrival of ERP, Ghana was running the fixed exchange rate policy with sporadic exchange rationing and devaluation. The flexible exchange rate policy was employed by the country in the beginning of 1986. This was done to quicken the modification of the exchange rate and to accomplish the objective of trade liberalization, allowing it partly to market forces (demand and supply) to regulate the cedi-dollar rates. This caused the awakening of the local currency, though the cedi suffered some level of instability. Over the years, the cedi, which has been changing on numerous occasions, has seen huge depreciation against principal foreign currencies (most especially the US dollar). This has led to inflation, worn income of the nation and weakened economic confidence. The fixed exchange rate regime of Ghana persisted between 1970 and 1985. The cedi was pegged to the American dollar and British pound. As soon as the floating exchange rate was implemented, the cedi depreciated by 95.6% in 1987, nonetheless, the depreciation rate of the cedi improved between 1988 and 1991. Depreciation which stood at 57.4% in 1993, declined to 2.3% in 1998, before attaining its highest value of 99.4% in 2000. Between 2001 and 2007, the rate of depreciation of the cedi slowed down, but the value of the cedi fell sharply between 2008 and 2009, partly due to the redenomination of the domestic currency (Institute of Statistical, Social and Economic Research (ISSER), 2014). Though the cedi is still depreciating against the major currency (American dollar), it has been stable from 2010 to 2016.

2. Literature review

2.1. The Dutch disease theory

Corden (1984) and Magus and Sosa (2010) note that the term Dutch disease was coined and used for the first time in 1977 by The Economist so as to demonstrate the problem the Dutch economy experienced in the 1960s. The discovery of a large natural gas field in the Dutch in the late 1950s was followed by exploitation and exportation in 1960s, which led to a substantial decline in the Dutch manufacturing sector. The reason was that production factors were shifted towards the gas industry, while the prices of non-tradable goods and services increased due to the Dutch disease effect. The term Dutch disease should not be confused with a more general term (natural resource curse), which is defined as a paradoxical and puzzling phenomenon that countries with an abundance of oil and minerals or other natural resources tend to have slower economic growth and worse development outcomes than countries without (Sachs & Warner, 1995, 2001; Frankel, 2010). There are many different theoretically hypothesized and empirically tested reasons for the occurrence of resource curse which ranges from “the structuralist theses of the 1950s” to the current and relatively “more consensual institutional causes” (Torres, Afonso, & Soares, 2013). Specifically, the reasons include a decline in the competitiveness of other economic sectors (owing to appreciation of the real exchange rate as resource revenues come into an economy-the Dutch disease effect), volatility of revenues from the natural resource sector as a result of global commodity price swings, government mismanagement of resources and rent-seeking behaviours, civil war and poor institutions.

Hence, the Dutch disease is only one manifestation of the natural resource curse. Even though the Dutch disease is mostly associated with a natural resource abundance and dependence, it can potentially result from any large increase in foreign currency, including foreign aid, foreign direct investment, workers’ remittances or a significant increase in natural resource prices and sustainable debt (Corden, 1984; Sy and Tabarraei, 2010; Magus & Sosa, 2010). Ever since the term Dutch disease originated, there are ample theories which have been developed in an attempt to explain...
the relationship between a resource discovery or price boom or large inflow of foreign revenue and its effects on the economy.

2.2. The core Dutch disease model

The core model describing Dutch disease is credited to Corden and Neary (1982) and Corden (1984). They set out a basic model consisting of three sectors: two of the sectors produce goods that are traded at exogenously given world prices, whereas the third sector produces non-traded good with flexible price that moves to equalize demand and supply on the domestic market. According to Corden and Neary (1982), the two traded goods are “energy” and “manufactures”, whereas the non-traded good is labelled services. There are some simplifying assumptions made in developing the basic model. It is assumed that all goods are used for final consumption only (not as an intermediate input into production), national output is equal to national expenditure at all times (ensuring overall trade balance), wages are perfectly flexible (so that full employment is ensured at all times), the models are purely real ones (ignoring any monetary considerations), where only relative prices are determined. Furthermore, the model considers different level of intersectoral factor mobility where labour is the mobile factor, whereas the sector-specific factors (capital) are not. Corden and Neary (1982) distinguish between two types of effects of the resource boom which they consider as a crucial feature of the model. These effects are the resource movement effect and a spending effect.

2.2.1. The spending effect

Given that the booming sector brings in higher foreign exchange inflows and given that all the extra income will not be spent on imports, some part of the extra income is spent on the non-tradables providing that the income elasticity of demand for non-tradables is positive. Hence, the boom will create excess demand in the non-tradables and consequently increasing their prices relative to the prices of tradables leading to real exchange rate appreciation.

2.2.2. Resource movement effect

With a boom, the marginal productivity of labour rises in this sector so that at a constant wage, the demand for labour in this sector increases. This will push wages up and ultimately induce a movement of labour to the booming sector from the other two sectors. This effect has two parts. First, the movement of labour out of lagging sector into the booming sector reduces output in the former. This is termed as direct deindustrialization since it neither involves the market for non-tradable nor necessitates an appreciation of the real exchange rate. Second, there is a movement of labour out of the non-tradable sector into the booming sector at a constant real exchange rate. This creates excess demand for the non-tradable goods over and above that created by the spending effect resulting in further appreciation. It results in additional movement of labour, now, out of the lagging sector to non-tradable sector resulting in the indirect-deindustrialization. The bottom-line is that through these two effects the traditional export sector (manufacturing or agricultural) is crowded by the booming and non-tradable sectors. However, Corden (1984) points out that “the Core model can be varied in numerous ways, so that none of the outcomes can be regarded as inevitable.”

2.3. Foreign aid and real exchange rate

2.3.1. Foreign aid and real exchange rate appreciation

The impact of aid flow on real exchange rate in empirical studies has been hobnobbed. Some studies have reported a negative influence and others a positive effect. White and Wignaraja (1992) examined Dutch disease effect in Sri Lanka. The result of the study reveals that real exchange rate appreciation has a correlation with aid inflows. They assert that certain policies, for example substantial increase in public expenditure, may have been the result of real exchange rate depreciation and suggest that public expenditure must be allocated judiciously while measures are taken to remove barriers in the production of non-tradables.
Falck (1997) examined the aid-stimulated appreciation of the real exchange rate in Tanzania using data from 1964 to 1993. The author used variables such as rate of change of nominal exchange rate, one period lagged real exchange rate, aid, terms of trade, international investment and growth of domestic credit access as a proxy for macroeconomic policy. In total, 12 distinctive indexes of real exchange rate were computed. Three-stage selection approach was applied to each of the index. The ordinary least squares estimation technique was subsequently used for estimation. The result reveals that real exchange rate is appreciated as a result of inflows of aid into the country.

Elbadawi (1999) using a panel data comprising of 62 emerging economies of which 28 were Africans established that unsustainable inflows of aid in numerous non-African and African economies have brought about considerable partial overvaluation of the real exchange rate. Besides, African countries that depend much on aid mostly undergo real exchange rate overvaluation.

Opoku-Afari, Morrissey, and Lloyd (2004) investigated real exchange rate response to capital inflows for Ghana using a dynamic analysis. The study employed annual data from 1966 to 2000. In their study, they breakdown capital inflows into official inflows, permanent inflows and non-permanent inflows and used the Vector Autoregressive (VAR) techniques to model the long-run equilibrium of real exchange rate in Ghana. They also employed a multivariate orthogonal decomposition method to estimate any misalignments. As predicted by the Dutch Disease theory, results indicate that capital inflows tend to appreciate the real exchange rate in the long-run.

Ouattara and Strobl (2008) explored the relationship that exists among foreign aid inflows and real exchange rate from 1980 to 2000 in selected CFA economies through the application of panel estimation approach. The result shows that aid inflows leads to appreciation of the real exchange rate in those countries.

Sanusi (2011) in estimating the long-run and short-run relationship between aid flows and exchange rate through the application of the exchange rate behavioural equilibrium approach revealed that aid had a positive and statistically significant influence not in the short-run but in the long-run. It is argued that it makes more sense if high inflow of aid is saved, which is then channelled to raise foreign reserves as Ghana has been experiencing. Nonetheless, in a situation where all aid is expended in the long-run, real exchange rate appreciation occurs as predicted by the theory. Hence, policy advice that can be given based on the finding is that Ghana government must try as much as possible to direct aid to boost the productive size of the economy so that the adverse impact of appreciation of the exchange rate on the growth of the economy can be nullified by supply response. Applying the ordinary least squares estimation technique, the study reveals that real exchange rate is positively impacted by the inflows of aid, even though the aid flows to Ghana are on the high side.

Uneze (2011) re-explores the association that exists among real exchange rate and aid in selected WAEMU economies. The author employed the contemporary econometric models made for non-stationary dynamic panels, as well as a model that inflicts a flimsier homogeneity hypothesis on the slope parameters. His study reveals that inflow of aid resulted in real exchange rate appreciation across the years 1975 to 2005. Variables such as government consumption on non-tradable commodities, productivity of labour (a substitute for Balassa-Samuelson effect) and terms of trade development also had a negative impact on real exchange rate. This means that those variables led to exchange rate appreciation. To circumvent weakening of competitiveness through real exchange rate appreciation, the paper suggests that WAEMU economies should import capital commodities with the foreign exchange they gain from influx of aid, which will result to both expansion in export and speedier economic growth.
Cakrani and Koprencka (2012) undertook a study to assess the potential effect of aid flow on real exchange rate during the period of 1993–2011 in Albania using co-integration technique. It was found that upsurge in the flow of aid is connected to the overvaluation of the exchange rate and the Dutch disease hypothesis.

In Tunisia as well as Morocco, Addison and Baliamoune-Lutz (2017) undertook a study to test the Dutch disease hypothesis. The researchers employed secondary data from 1980 to 2009 and used the VAR estimation technique to analyse the data. Their result confirmed the Dutch disease hypothesis in Morocco, but aid had no impact on the real exchange rate in Tunisia. Their finding further proves that in assessing the real impact of aid and other inflows in an economy, the principal role of infrastructure, supply-side step-ups as well as the macroeconomic structure can never be overemphasized.

2.3.2. Foreign aid and real exchange rate depreciation

Nkusu (2004) posits that less-income economies can prevent Dutch disease when they are able to make use of their productive capacity to meet the aid-induced raised demand. Studies such as Sackey (2001), Nyoni (1998) and Ogun (1998) did not find any proof of “Dutch disease” in Ghana, Tanzania and Nigeria, respectively. Certainly, these researchers established a positive relationship between real exchange rate and inflows of aid.

Ogun (1998) studied the correlation among real exchange rate and aid in Nigeria using data from 1960 to 1990 and employed co-integration technique and an error-correction model. The study concluded that inflows of aid into the economy results in real exchange rate depreciation. Thus, an indication of no Dutch disease.

Similar result was obtained by Nyoni (1998) in Tanzania when he employed secondary data from 1967 to 1993 to assess the effect aid inflow has on real exchange rate. Using co-integration technique and an error-correction model, the study revealed that real exchange rate appreciates when aid increases. The paper further showed that within the reference years of the study, real exports appreciably increased. Contrary to the Dutch disease theory, his study reported from 1985 to 1993 (as depicted in a graph) that an increase in aid inflow resulted in a rise in exchange rate depreciation.

Sackey (2001) using the error-correction approach to co-integration investigated the effect aid has on real exchange rate between 1962 and 1996 in Ghana. His study shows that aid inflows cause real exchange rate to depreciate in the economy instead of appreciating.

Kang, Prati, and Rebucci (2007) noted that exports and economic growth are adversely impacted by aid as a result of aid causing overvaluation of the real exchange rate. This finding was obtained from half of the 38 economies sampled for the study. Conversely, exports and growth were boosted by aid inflows in the remaining half of the economies. This suggests that some countries suffer from the Dutch disease phenomenon, whereas others are resistant to it.

Li and Rowe (2007) employ a reduced-form equilibrium of real exchange rate approach to explain the relationship between aid inflows and the real exchange rate in Tanzania. The result of the study reveals that trade movements, the government’s trade liberalization efforts and aid inflows affect the real exchange rate in the long-run. The study concludes that increases in aid inflows are associated with depreciation in the real exchange rate.

In Syria, Issa and Ouattara (2008) tested the “Dutch disease” hypothesis by employing the autoregressive-distributed lag procedure to co-integration proposed by Pesaran, Shin, and Smith (2001) and Pesaran et al. (1996). The study used time series data with reference period from 1965 to 1997. The result of the paper went contrary to the “Dutch disease” hypothesis in both the short-run and the long-run. This means that aid inflows do not lead to real exchange rate appreciation but depreciation.
Selaya and Thiele (2010) also examining Dutch disease over 40 years in 65 developing economies came to a conclusion that aid causes real exchange rate depreciation. This debunks the Dutch disease phenomenon. One would possibly anticipate that in less-developed island economies, particularly Pacific states which depend much on aid to be vulnerable to Dutch disease impacts.

Fielding (2010) investigates aid and Dutch Disease in the South Pacific and in Other Small Island States. The findings of the study show that out of 10 Pacific states surveyed, three were found to be under the effect of aid-induced real exchange rate appreciation. The study concluded that the negative impacts of aid can be mitigated by effective governance or increase in openness of trade.

Arhenful (2013) undertakes a research to examine whether the Dutch disease has caught up with the Ghanaian economy and its trade position harmfully affected. He employed the ordinary least squares estimation procedure for analysis. Annual time series data from 1970 to 2002 was used. The study shows that inflows to Ghana are quite high and real exchange rate in the economy is not adversely affected by the aid. This means that increase in aid inflow leads to real exchange rate depreciation.

3. Methodology

3.1. Theoretical foundation
The theory underpinning the current study was adopted from Sy and Tabarraei (2010). It was developed based on two economies, one labelled as home country/economy and the other foreign country/economy. In each country, firms are engaged in the production of either tradable or non-tradable commodities.

Home country: Let us assume the home country is a developing economy where there is relatively low technical progress. In this economy, non-tradable commodities are produced from capital (oil revenues) and labour, whereas tradable commodities (i.e. in the agricultural sector) are produced by solely labour.

The production function in the non-tradable sector of the home country is Cobb-Douglas:

\[ Y_N = A_N L_N^\beta Q_N^{1-\beta} \]  

(1)

Where the measure of the non-tradable sector productivity is \( A_N \), \( L_N \) is labour in the non-tradable sector and \( Q_N \) is the capital expended in the production process, \( Y_N \) is the output in the non-tradable sector. Therefore, the profit of the representative active firm in this sector is:

\[ \pi_N = P_N Y_N - W L_N - (1-s)Q_N P^o \]  

(2)

\( P^o \) can be explained as the price of one unit of capital or the international oil price, \( P_N \) is the price of the non-tradable commodity, \( s \) is the government subsidy to the domestic firms and \( W \) is the wage rate. The first-order conditions are:

\[ \beta P_N A_N \left( \frac{Q_N}{L_N} \right)^{1-\beta} = W \]  

(3)

\[ (1-\beta) P_N A_N \left( \frac{L_N}{Q_N} \right) = (1-s)P^o \]  

(4)

In the tradable sector, the production function is a linear function of the labour force:

\[ Y_T = A_T L_T \]  

(5)

The price of tradables is normalized to one. Thus, the profit is
\[ \pi_T = A_T L_T - W L_T \]  
(6)

The first-order condition is:

\[ A_T = W \]  
(7)

Wages are equal in the tradable sector and non-tradable sector; hence, the right hand side of Equations (3) and (5) are equal, therefore combining this result with Equation (7) yields:

\[ P_N = \left( \frac{A_T}{\beta A_N} \right) \left( \frac{1 - s}{1 - \beta} \right) P^O \]  
(8)

**Foreign country**: Let us assume that the foreign country is an advanced country where tradable goods are produced with capital (imported oil) as well as labour. In that economy, lone labour is used to produce non-tradable services (goods). The tradable sector in the foreign country uses the imported resources (such as labour and oil) from the home country.

Technology of production is Cobb-Douglas. The profit can be written as:

\[ A_T^* = P_T^* Y_T^* - W^* L_T^* - eP^O Q^* \]  
(9)

With

\[ Y_T^* = A_T^* (L_T^*)^\gamma (Q^*)^{1 - \gamma} \]  
(10)

The asterisk (*) signifies the value in the foreign country and \( e \) is the nominal exchange rate. The first-order conditions are:

\[ \gamma P_T^* A_T^* \left( \frac{Q^*}{L_T^*} \right)^{1 - \gamma} = W^* \]  
(11)

\[ (1 - \gamma) P_T^* A_T^* \left( \frac{L_T^*}{Q^*} \right)^\gamma = eP^O \]  
(12)

Under the assumption that the law of one price holds for the tradables, we have \( P_T^* = eP_T = e \) as we normalized the price of tradables in the home country. Equation (12), therefore, can be simplified to:

\[ (1 - \gamma) A_T^* \left( \frac{L_T^*}{Q^*} \right)^\gamma = P^O \]  
(13)

The non-tradable sector uses only labour as a production factor:

\[ \pi_N^* = P_N^* Y_N^* - W^* L_N^* \]  
(14)

\[ Y_N^* = A_N^* L_N^* \]  
(15)

The first-order condition imposes \( P_N^* A_N^* = W^* \). As in the home country, wages should be equal in the two sectors. Combining these conditions yields:

\[ P_N^* = \gamma P_T^* A_T^* \left( \frac{(1 - \gamma) A_T^*}{P^O} \right)^{\frac{1 - \gamma}{\gamma}} \]  
(16)

If we suppose that the price index is a geometric average of the prices of the tradables and non-tradables, then the real exchange rate can be written as \( RER = \frac{P}{P^O} \) where

\[ P = P_N^* P_T^{1 - \beta} \quad P^* = P_N^* P_T^{1 - \beta} \]  
(17)

By replacing Equations (8) and (16) in Equation (17), we get
The equation expresses that when the terms of trade, i.e. the price of capital, changes positively, real exchange rate is also influenced positively (since \( \frac{1}{1-\beta} > 0 \)). Moreover, the home economy will face real exchange rate appreciation if its productivity growth advantage in tradable commodities is bigger than its productivity growth advantage in non-tradables (Sy & Tabarraei, 2010). This characterizes the Balassa–Samuelson effect. The terms of trade and the Balassa–Samuelson effect (using real GDP as a proxy for the Balassa-Samuelson effect), therefore, are the main driving forces of exchange rate movements in the long-run. No matter how simple a model for testing existence of Dutch disease is, it is successful if it is able to replicate studies such as Balassa (1964), Samuelson (1964), Dornbusch (1980) and Edwards and Van Wijnbergen (1989), which posit that real basics are the principal propelling forces of the real exchange rate in developing economies. In the empirics, the current study added capital flow variable (i.e. aid) to check if the theoretical conclusion holds.

### 3.2. Empirical model

The main purpose of this study was to examine the effect of aid on real exchange rate in Ghana. Other variables considered in the model are terms of trade, government consumption, gross domestic product (GDP), as well as money supply (M2). The model specification for the econometric analysis as used by Edwards (1998) and Issa and Ouattara (2008) is as follows;

\[
RER_t = \beta_0 + \beta_1 \ln AID_t + \beta_2 \ln GOV_t + \beta_3 \ln GDP_t + \beta_4 \ln TOT_t + \beta_5 \ln M2_t + \rho_t
\]  

Where, \( \rho \) is the stochastic error term, and \( t \) subscript is time, \( \ln \) is natural log operator. \( RER \) represents real exchange rate, \( AID \) represents foreign aid, \( GOV \) represents government expenditure/consumption, \( GDP \) represents per capita GDP, \( TOT \) represents terms of trade and \( M2 \) represents money supply.

### 3.3. Description of variables and data source

#### 3.3.1. Data source

The secondary data used for this study were obtained from the World Bank Development Index (WDI) database with reference period of 1980–2016 (World Bank, 2017). This sample selection criterion is very crucial because the study takes 1980 as the initial period at which Ghana started experiencing a decline in the GDP growth (negative from 1981–1983) as a result of economic recession that occurred in 1981. Since then, it is worthy to note that the economy has recovered but suffered series of fluctuations which does not match the rate of development.

#### 3.3.2. Description and measurement of variables

Real exchange rate was measured as the ratio of exchange rate to purchasing power parity conversion factors. It is the dependent variable for the estimation. It was sourced from the World Development Indicator (WDI) 2016.

Foreign aid was measured as the net ODA to Ghana from 1980 to 2016. It is hypothesised to have a negative impact on real exchange rate. This is due to the fact that aid can cause appreciation of real exchange rate by altering the constituent of non-tradable and tradable commodities demand in accordance with “Dutch disease” concept for aid (Opoku-Afari et al.,...
According to Younger (1992), increase in aid inflows results in macroeconomic management problems associated with high inflation and real exchange rate appreciation.

Economic Growth (GDP) was measured as per capita GDP (constant 2005 US$). The study hypothesized an adverse correlation among economic growth and real exchange rate appreciation. According to the hypothesis of Balassa–Samulson, as an economy begins to develop, productivity improves less in the non-tradable commodities sector than the tradable sector. This indicates that increase in the price of the latter is comparably smaller than that in the former, this leads to real exchange rate appreciation (Issa & Ouattara, 2008).

Government expenditure/consumption was measured as the total government expenditure in Ghana from 1980 to 2016. The impact of this variable is dependent on the constituent of consumption by government. If consumption comprises of less tradable commodity, real exchange rate will appreciate (Issa & Ouattara, 2008). Uneze (2011) also states that government spending of non-tradable goods leads to real exchange rate appreciation, whereas less of non-tradable goods leads to real exchange rate depreciation. Zakaria and Ghauri (2011) and Rav, Schmitt-Grohe, and Uribe (2012) state that government spending positively affects real exchange rate, which implies that government consumption leads to depreciation of the real exchange rate. Bouakez and Eyquem (2012) also assert that increase in government consumption in the long-run leads to decrease interest rate, causing depreciation of real exchange rate. This study, therefore, hypothesizes government expenditure/consumption to either have a positive or negative effect on real exchange rate.

Terms of Trade was computed as the ratio of export unit value to import unit value (exports/imports). The impact of this variable on real exchange rate is dependent on two effects, income and substitution effect. Substitution effect will result in real exchange rate appreciation, whereas income effect will cause depreciation. This is because income effect leads to decline of terms of trade in an economy (Issa & Ouattara, 2008). This study hypothesizes terms of trade to have either a positive or negative effect on real exchange rate.

Money supply denotes the growth of money. It denotes expansionary monetary policy in an economy. General price level ($\text{CPI}_{\text{Ghana}}$) upsurges when money supply increases resulting in real exchange rate appreciation (Ali & Isse, 2005). This study hypothesizes money supply to have a negative effect on real exchange rate.

### 3.4. Estimation Technique

The autoregressive distributed lag (ARDL) approach to co-integration was used for this study. There are several other approaches that can be used in place of ARDL when it comes to time series analysis. The notable ones are Engle–Granger and Johansen models. The difference between these models and ARDL approach is that the Engle–Granger and Johansen techniques are used when the variables are integrated of the same order. This is a serious limitation to the two approaches, which is not required when applying the ARDL approach. The ARDL approach allows the inclusion of other models with dissimilar variables that take a diverse optimal number of lags.

#### 3.4.1. Stationarity and unit root test

Even though the ARDL approach to co-integration demands no pre-testing of the variables for the presence of unit root, the study undertook the test to make sure the variables are not integrated of order greater than one. The current study employed the Augmented Dickey Fuller (ADF) and Dickey Fuller-Generalized Least Squares (DF-GLS) unit root tests. The ADF and DF-GLS unit root tests use a regression of the first differences of the series against the series lagged once, $X_{t-1}$, and lagged difference terms. It may include a constant term $\alpha$ and trend term $\gamma_t$ as follows;
\Delta X_t = \alpha + \beta X_{t-1} + \sum_{i=1}^{m} y_i \Delta X_{t-i} + \epsilon_t \tag{21}

Where \( \Delta \) is a first-difference operator, \( m \) is the optimal lagged length, \( y_i \) is the time trend and \( \epsilon_t \) is the stationary random error. To settle on whether a variable is a trend stationary or difference stationary, the unit root test must be explored. A time series that contains no unit roots is stationary with a mean \( \mu \) equal to 0 and variance \( \delta \) equal to 1. If we reject our null hypothesis that the series possesses a unit root, then the series is trend stationary. If there is insufficient evidence not to reject the null hypothesis then the series is difference stationary.

The use of unit root tests on differenced stationary series controls the shape in which the data will be used in regression. You may find that the first differences of the series are stationary, thus the series is said to be integrated of order one and no further unit root testing is required. Once the stationary properties of all the variables using ADF and DF-GLS tests are determined, then OLS method of regression is used to estimate the long-run relationship of the variables. The test for a unit root has the hypothesis that \( H_0 : \theta = 0, H_1 : \theta \neq 1 \). If the coefficient is statistically different from 0, the hypothesis that \( X_t \) contains a unit root is rejected. The equations below present the elaboration of the ADF and DF-GLS unit root tests.

\[ y_t = \alpha + (1 - \theta)\delta t + \theta y_{t-1} + \sum_{i=1}^{k} y_i y_{t-i} + \epsilon_t \tag{22} \]

Where \( t = 1, 2, \ldots, n \),

\[ \Delta y_t = \alpha + \rho \delta t + \sum_{i=1}^{k} y_i y_{t-i} + \epsilon_t \tag{23} \]

Where the null hypothesis is \( H_0 : \rho = 1 - \theta = 0 \) (the unit root), \( k \) denotes the number of lags and \( n \) is the number of observations.

3.4.2. ARDL bound test
The first step of ARDL estimation is to undertake the bound test (testing whether long-run relationship exists among the dependent variable and the independent variables). The estimated \( F \)-statistic obtained from the co-integration regression (bound test) is then compared with the critical values developed by Pesaran. If the estimated \( F \)-statistic is less than the lower bound value of the Pesaran table, the hypothesis of co-integration among variables is rejected. If it is greater than the lower bound value of the Pesaran table but less than the upper bound value, the test is inconclusive, in which case a different method must be deployed. It is only when the \( F \)-statistic obtained is greater than the upper bound value that the hypothesis of co-integration among the variables can be accepted. The ARDL is made up of two steps, first is to examine the existence of long-run co-integration as presented in Equation (20) and the short-run co-integration (unrestricted error correction model (UECM)) depicted in Equation (24).

\[ \Delta \text{lnRER}_t = c_0 + \alpha_1 (\Delta \text{lnRER})_{t-1} + \alpha_2 (\Delta \text{lnAID})_{t-1} + \alpha_3 (\Delta \text{lnGOV})_{t-1} + \alpha_4 (\Delta \text{lnGDP})_{t-1} + \alpha_5 (\Delta \text{lnTOT})_{t-1} + \alpha_6 (\Delta \text{lnM2})_{t-1} + \sum_{i=1}^{9} \alpha_{10} (\Delta \text{lnRER})_{t-i} + \sum_{i=1}^{9} \Delta (\Delta \text{lnRER})_{t-i} + \tau_t \]

Where delta (\( \Delta \)) is the difference operator and represents short-run dynamics. The coefficients attached along with one period lagged variables measure long-run relationships. The null of no long-run co-integration (\( H_0 : \alpha_1 = \alpha_2 = \alpha_3 = \alpha_4 = 0 \)) is disputed in opposition to the alternative hypothesis, which states the presence of a long-term association (\( H_1 : \alpha_1 \neq \alpha_2 \neq \alpha_3 \neq \alpha_4 \neq 0 \)). If the
<table>
<thead>
<tr>
<th>Variable</th>
<th>DF-GLS</th>
<th></th>
<th></th>
<th>ADF</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AT LEVEL</td>
<td>FIRST DIFF.</td>
<td>AT LEVEL</td>
<td>FIRST DIFF.</td>
<td>AT LEVEL</td>
<td>FIRST DIFF.</td>
</tr>
<tr>
<td></td>
<td>Constant</td>
<td>C,Trend</td>
<td>Constant</td>
<td>C,Trend</td>
<td>Constant</td>
<td>C,Trend</td>
</tr>
<tr>
<td>LNAID</td>
<td>-0.916</td>
<td>-2.335</td>
<td>-6.061***</td>
<td>-6.268***</td>
<td>-1.360</td>
<td>-2.202</td>
</tr>
<tr>
<td>LNGDP</td>
<td>-4.107***</td>
<td>-5.497***</td>
<td>-4.073***</td>
<td>-9.204***</td>
<td>-4.073***</td>
<td>-9.204***</td>
</tr>
<tr>
<td>LNM2</td>
<td>-2.037**</td>
<td>-0.222</td>
<td>-2.108**</td>
<td>-6.497***</td>
<td>-2.373</td>
<td>-0.215</td>
</tr>
<tr>
<td>RER</td>
<td>-0.933</td>
<td>-1.446</td>
<td>-4.579***</td>
<td>-4.896***</td>
<td>-1.863</td>
<td>-1.407</td>
</tr>
</tbody>
</table>

***, **, and * denotes 1%, 5% and 10%, respectively.
Source: Author's own computation (2017)
null proposition of zero co-integration is rejected, the existence of long-run co-integration association is proven.

The short-run error correction model is used to identify short-term dynamics and to confirm the robustness of the estimated parameter of long-term with reverence to Equation 16. It is specified as depicted in Equation 25.

\[
\Delta \ln RER_t = c_0 + \sum_{t=1}^{n} \alpha_7 \Delta (\ln RER)_{t-1} + \sum_{t=1}^{n} \alpha_9 \Delta (\ln AID)_{t-1} + \sum_{t=1}^{n} \alpha_4 \Delta (\ln GOV)_{t-1} + \sum_{t=1}^{n} \alpha_{10} \Delta (\ln GDP)_{t-1} + \sum_{t=1}^{n} \alpha_{11} \Delta (\ln TOT)_{t-1} + \sum_{t=1}^{n} \alpha_{12} \Delta (\ln M2)_{t-1} + (ECM)_{t-1} + \tau_t
\]

(25)

3.4.3. Diagnostic test

The reliability of the goodness-of-fit model is determined by conducting the diagnostic and stability tests of the model. The test is carried out to estimate the robustness of the results from the ARDL model. The diagnostic test takes care of heteroscedasticity, serial correlation, normality, the functional form, cumulative sum (CUSUM) and cumulative sum of squares (CUSUMQ) that are linked to the model.

4. Results and discussions

4.1. Estimation technique test results

4.1.1. Stationarity and unit root test

Although the ARDL approach does not require any stationarity or unit root test, we used the ADF and DF-GLS unit root tests to find out if the variables are not integrated at order greater than one. The results revealed that in both tests all the variables were integrated at order either zero or one. The results of the DF-GLS test, government expenditure, per capita GDP and terms of trade were found to be stationary at level (I(0)), whereas net aid, money supply as well as real exchange rate were stationary after first difference (I(1)). The same result was obtained from the ADF test; notwithstanding, government expenditure/consumption became stationary after first difference (I(1)) (Table 2).

<table>
<thead>
<tr>
<th>Number of lags</th>
<th>Akaike Information Criterion</th>
<th>Schwarz Bayesian Information Criterion</th>
<th>Hannan-Quinn Information Criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.13*</td>
<td>7.27*</td>
<td>7.16*</td>
</tr>
<tr>
<td>2</td>
<td>7.15</td>
<td>7.29</td>
<td>7.20</td>
</tr>
<tr>
<td>3</td>
<td>7.21</td>
<td>7.40</td>
<td>7.28</td>
</tr>
<tr>
<td>4</td>
<td>7.25</td>
<td>7.47</td>
<td>7.32</td>
</tr>
</tbody>
</table>

Source: Author's own computation (2017)

4.1.2. Lag length selection

In undertaking ARDL estimation, all variables are lagged in the course of the simulation. This makes the estimated parameter to be stationary, consistent as well as reliable. This means that the magnitude and the direction of the parameters reflect the true effect of them on the dependent variable from which policy suggestions are rendered. One optimal lag length was chosen by the simulation out of the four maximum lag length selected by the Akaike information criterion (AIC). From economic literature, the highest number of lags has to be used or critical decisions have to be made using the number of observation and variables (Carrasco Gutierrez,
Castro Souza & Teixeira de Carvalho Guillén, 2009). The AIC was selected for the analysis because it had the least value. The result of the lag selection criteria is presented in Table 3.

4.1.3. Bounds co-integration test
The co-integration (bound) test was carried out to establish whether there is a long-run relationship between the dependent and the explanatory variables. The null hypothesis of no long-run relationship or no co-integration among the variables was tested using the Wald Bound Test (Pesaran et al., 2001). Bound test analysis was done with a maximum lag of 4, excluding a trend and intercept. The results are shown in Table 4. The test produced an estimated $F$-statistic of 10.981. This $F$-statistic is then compared with the lower and upper bound values of the Pesaran table of critical values. Per the criteria, if the $F$-statistic is less than the lower bound value, the null hypothesis of no co-integration among variables is accepted. If the $F$-statistic estimated is greater than the lower bound value but less than the upper bound value, the test is deemed inconclusive, in which case a different approach must be deployed. However, if the $F$-statistic estimated is greater than the upper bound value, the null hypothesis of no co-integration is rejected. In this study, the $F$-statistic of 10.981 is higher than the upper bound critical value of 5.664 at the 1% level of significance obtained.

### Table 4. Bounds Co-integration Test

<table>
<thead>
<tr>
<th>Significance level</th>
<th>Lower bound</th>
<th>Upper bound</th>
<th>$F$ calculated Statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>1%</td>
<td>4.400</td>
<td>5.664</td>
<td>10.981</td>
</tr>
<tr>
<td>5%</td>
<td>3.152</td>
<td>4.156</td>
<td></td>
</tr>
<tr>
<td>10%</td>
<td>2.622</td>
<td>3.506</td>
<td></td>
</tr>
</tbody>
</table>

Note: “Critical values for bounds test are from Pesaran (2008), Case D: restricted intercept and no trend”
Source: Author’s own computation (2017)

### Table 5. The ARDL Model

<table>
<thead>
<tr>
<th>Regressor</th>
<th>Coefficient</th>
<th>Standard Error</th>
<th>T-Ratio[Prob]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel (A)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>lnRER</td>
<td>0.857</td>
<td>0.069</td>
<td>12.439(0.000)</td>
</tr>
<tr>
<td>lnGDP</td>
<td>0.024</td>
<td>0.013</td>
<td>1.817(0.081)</td>
</tr>
<tr>
<td>lnGDP(-1)</td>
<td>-0.024</td>
<td>0.014</td>
<td>-1.788(0.085)</td>
</tr>
<tr>
<td>lnTOT</td>
<td>0.845</td>
<td>0.373</td>
<td>2.268(0.032)</td>
</tr>
<tr>
<td>lnTOT(-1)</td>
<td>-0.798</td>
<td>0.330</td>
<td>-2.418(0.023)</td>
</tr>
<tr>
<td>lnAID</td>
<td>-0.054</td>
<td>0.031</td>
<td>-1.735(0.095)</td>
</tr>
<tr>
<td>lnGOV</td>
<td>-0.031</td>
<td>0.035</td>
<td>-0.894(0.380)</td>
</tr>
<tr>
<td>lnGOV(-1)</td>
<td>-0.056</td>
<td>0.032</td>
<td>-1.754(0.091)</td>
</tr>
<tr>
<td>lnM2</td>
<td>0.144</td>
<td>0.231</td>
<td>0.624(0.538)</td>
</tr>
<tr>
<td>lnM2(-1)</td>
<td>-0.577</td>
<td>0.256</td>
<td>-2.253(0.033)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel (B) Diagostic Test</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>R-squared</td>
<td>0.95</td>
</tr>
<tr>
<td>DW statistic</td>
<td>1.47</td>
</tr>
<tr>
<td>Serial correlation</td>
<td>1.021(0.322)</td>
</tr>
<tr>
<td>Functional form</td>
<td>1.618(0.215)</td>
</tr>
<tr>
<td>Normality</td>
<td>3.018(0.221)</td>
</tr>
<tr>
<td>Heteroscedasticity</td>
<td>3.607(0.073)</td>
</tr>
</tbody>
</table>

Note: In panels (A and B), figures in square bracket are the p-values
Source: Author’s own computation (2017)
from the Pesaran (2008) table. Therefore, the null hypothesis of no co-integration was rejected. Since, co-integration among the variables was established; the study proceeded to undertake the ARDL analysis.

4.1.4. Diagnostic tests
The bottom of Table 5 presents the diagnostic test for serial correlation, functional form, normality and heteroscedasticity. These tests were carried out to ascertain the validity of the parameters estimated. Figures 2 and 3 also present the cumulative sum (CUSUM) and cumulative sum of squares (CUSUMQ) test which was carried out to ascertain the stability of the estimated parameters.

4.2. Serial correlation
The serial correlation assumption was tested through the application of the Lagrange Multiplier estimation. The null hypothesis states that there is no serial correlation, whereas the alternative hypothesis states otherwise. The decision rule is that if the probability value is not statistically significant at any significant levels (1%, 5% and 10%) do not reject the null hypothesis, otherwise reject. Since the empirical model produced non-significant probability value of 0.322, the study rejected the null hypothesis and concluded that there is no serial correlation among the variables as reported in Table 5.

4.3. Functional form
To find out whether there is the presence of omitted variable in the model, Ramsey RESET specification error test was executed. The decision rule is that if the probability value is not significant, do not reject the null hypothesis, otherwise reject. Since the empirical model produced non-significant probability value of 0.215, the null hypothesis was not rejected. This implies that there was no omitted variable in the model as presented in Table 5.

4.4. Heteroscedasticity
The Lagrange Multiplier test for heteroscedasticity was employed by the study to test for the presence of heteroscedasticity in the model. The empirical results indicate that there is no heteroscedasticity within the model since the model had probability value of 0.073, which is greater than 5% significance level. The results can be found in Table 5.

4.5. Normality
The normality assumption was also tested through the application of skewness and kurtosis. The normality assumption was not violated in the empirical model. This is due to the fact that the probability of value of 0.221 was not statistically significant at any significance level (i.e. neither 1% nor 5% nor 10%). The result is presented in Table 5.

4.6. Cumulative sum and cumulative sum of squares test
CUSUM of the recursive residuals and the CUSUMSQ of the recursive residual tests were employed by the study to assess the stability of the estimated parameters. Figures 2 and 3 depict plots of these tests, correspondingly. Figures 2 and 3 show that the CUSUM and CUSUMSQ test statistics could not go beyond the critical limits at the 5% significance level. As a result, the study concludes that the estimated models seemed to be stable.

4.7. Empirical results of the ARDL approach
4.7.1. Long-run estimation results
Table 6 presents the results on the long-run estimation. Out of the variables estimated, aid flow and money supply were statistically significant. Aid was statistically significant at 5% ($P < 0.05$) significance level. It had a negative influence on real exchange rate. The result means that a percentage-point increase in aid flow in the economy leads to about 0.376 percentage-point decrease in the real exchange rate all things being equal. The result intuitively indicates that aid
flow results in the appreciation of the local currency (Ghana Cedi). The result implies that aid flow causes real exchange rate appreciation as well as Dutch disease. This implies that aid causes the price of non-tradable goods to rise relative to tradable goods. Various studies done in Africa have revealed that aid cause appreciation of real exchange rate. The result of this study is in-line with the findings of Opoku-Afari et al. (2004), Ouattara and Strobl (2008), Uneze (2011), and Addison and Baliamoune-Lutz (2017) but contradicts the findings of Nyoni (1998), Sackey (2001), Issa and Ouattara (2008) and Arhenful (2013). According to Nkusu (2004), low-income countries that can utilize their indolent productive capacity to cushion their aid-induced increased demand need not experience the Dutch disease. This means that if Ghana is able to utilize its ideal productive capacity to cushion the increase demand for aid, Dutch disease would no longer be experienced.

Money supply had a negative impact on real exchange rate. Money supply was statistically significant at 1% (P < 0.01) significance level. The result suggests that a percentage-point increase in money supply leads to about 3.0 percentage-point decrease in real exchange rate, ceteris paribus. This means that Ghana is engaging in expansionary monetary policy which results to the appreciation of the real exchange rate. The result is consistent with the findings of Ali and Isse (2005), which state that there is an inverse long-run relationship between real exchange rate and money supply. Arhenful (2013) revealed otherwise stating that money supply leads to depreciation of the cedi as a result of increased imports due to increased money supply.

4.7.2. Short-run estimation results
Table 7 presents the results on the short-run estimation. In the short-run model, the error-correction term (ECM) which is the “speed of adjustment” was found to be -0.14 and statistically significant at 5% (P < 0.05). The parameter (-0.14) signifies that 14% of divergence from the equilibrium level of real exchange rate are adjusted annually. R-squared was found to be 0.56,
which implies that about 56% of the variation in the real exchange rate is jointly explained by the independent variables.

From the results, foreign aid, terms of trade and economic growth were found to be statistically significant. Aid had a negative correlation with real exchange rate and was statistically significant at 10% (\(P < 0.10\)) significance level. Terms of trade had a positive correlation with real exchange rate and was statistically significant at 5% (\(P < 0.05\)) significance level. Economic growth had a positive correlation with real exchange rate and was statistically significant at 10% (\(P < 0.10\)) significance level.

The empirical result indicates that a percentage-point increase in aid will lead to about a 0.05 percentage-point decrease in the real exchange rate (thus, cause appreciation). This can be interpreted as an increase in aid results in Dutch disease. The empirical result corroborates with the findings of Balassa (1973), Opoku-Afari et al. (2004), Ouattara and Strobl (2008), Uneze (2011), and Addison and Baliamoune-Lutz (2017), which note that increase in aid flow in an economy leads to real exchange rate appreciation. This implies that aid cause the price of non-tradable goods to rise relative to tradable goods. According to Nkusu (2004), low-income countries that can utilize their indolent productive capacity to cushion their aid-induced increased demand need not experience the Dutch disease. This implies that Ghana is not using its indolent productive capacity to cushion its aid-induced demand.

### Table 6. Long-Run Estimates of the Real Exchange Rate

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard Error</th>
<th>T-Ratio</th>
<th>Prob</th>
</tr>
</thead>
<tbody>
<tr>
<td>lnRER</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>lnGDP</td>
<td>-0.002</td>
<td>0.129</td>
<td>-0.016</td>
<td>0.988</td>
</tr>
<tr>
<td>lnTOT</td>
<td>0.329</td>
<td>3.109</td>
<td>0.106</td>
<td>0.917</td>
</tr>
<tr>
<td>lnAID</td>
<td>-0.376</td>
<td>0.158</td>
<td>-2.379</td>
<td>0.025</td>
</tr>
<tr>
<td>lnGOV</td>
<td>-0.611</td>
<td>0.388</td>
<td>-1.573</td>
<td>0.128</td>
</tr>
<tr>
<td>lnM2</td>
<td>-3.032</td>
<td>1.014</td>
<td>-2.991</td>
<td>0.006</td>
</tr>
</tbody>
</table>

Note: Figures in square bracket are the \(p\)-values

Source: Author’s own computation (2017)

### Table 7. Short-Run (Error-Correction Model) Estimates of the Real Exchange Rate

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard Error</th>
<th>T-Ratio</th>
<th>Prob</th>
</tr>
</thead>
<tbody>
<tr>
<td>D(lnGDP(−1))</td>
<td>0.024</td>
<td>0.013</td>
<td>1.817</td>
<td>0.079</td>
</tr>
<tr>
<td>D(lnTOT(−1))</td>
<td>0.845</td>
<td>0.373</td>
<td>2.268</td>
<td>0.031</td>
</tr>
<tr>
<td>D(lnAID(−1))</td>
<td>−0.054</td>
<td>0.031</td>
<td>-1.735</td>
<td>0.093</td>
</tr>
<tr>
<td>D(lnGOV(−1))</td>
<td>-0.031</td>
<td>0.035</td>
<td>-0.894</td>
<td>0.379</td>
</tr>
<tr>
<td>D(lnM2(−1))</td>
<td>0.144</td>
<td>0.231</td>
<td>0.624</td>
<td>0.537</td>
</tr>
<tr>
<td>Ecm(−1)</td>
<td>−0.14</td>
<td>0.069</td>
<td>-2.074</td>
<td>0.047</td>
</tr>
</tbody>
</table>

Diagnostic Test

- R-squared: 0.56
- DW statistic: 1.47

Note: Figures in square bracket are \(p\)-values

Source: Author’s own computation (2017)
The result shows that a percentage-point increase in terms of trade will lead to approximately 0.8 percentage-point increase in real exchange rate. This can be explained that increase in export over import in Ghana leads to depreciation of the local currency (Ghana Cedi). Intuitively, it implies that income effect supersedes substitution effect in the economy (Issa & Ouattara, 2008).

The result on economic growth implies that a percentage-point increase in GDP will result in 0.024 percentage-point increase in real exchange rate. The overall effect is that economic growth leads to depreciation of the local currency against foreign currency, hence, economic growth does not lead to Dutch disease. Studies have reported similar findings. Razin and Collins (1997) revealed in their study on exchange rate misalignment and growth that rapid economic growth is related to moderate to high but not very high under-valuations of exchange rate. Uddin, Mohammad, and Quaosar (2014) in their study on the relationship between exchange rate and economic growth in Bangladesh revealed a positive correlation between economic growth and exchange rate.

5. Conclusions and recommendations

The study examined the short-run and long-run relationship between aid inflows and real exchange rate in Ghana. This was to empirically test the Dutch disease hypothesis and find out if aid has led to Dutch disease in Ghana. The study used secondary data gathered from the World Bank Development Index (WDI) data with reference period of 1980 to 2016. The explanatory variables used for the analysis were aid, government consumption, money supply, economic growth and terms of trade. ARDL approach to co-integration was used for the analysis. In the first stage, the stationarity and unit root test was done to find out if the variables are not integrated at order greater than one. The results revealed that in both tests all the variables were integrated at order either zero or one. Next was the lag length selection. One optimal lag length was chosen by the simulation out of the four maximum lag length selected by the AIC. The co-integration (bound) test was also carried out to establish whether there is a long-run relationship between the dependent and the explanatory variables. The result revealed that co-integration existed among the variables, therefore, the study proceeded to undertake the ARDL analysis.

In the long-run, aid flow and money supply were statistically significant. Aid flow had a negative influence on real exchange rate. The result intuitively indicates that aid flow results in the appreciation of the local currency (Ghana Cedi). This implies that aid flow cause real exchange rate appreciation as well as Dutch disease. Money supply had a negative impact on real exchange rate. The result suggests that Ghana is engaging in expansionary monetary policy which results in the appreciation of the real exchange rate. In the short-run, aid, terms of trade and economic growth were found to be statistically significant. Aid had a negative correlation with real exchange rate, terms of trade had a positive correlation with real exchange rate and economic growth had a positive correlation with real exchange rate. The empirical result on aid implies that there is existence of Dutch disease in Ghana in the short-run. The results on terms of trade can be concluded that income effect supersedes substitution effect in the economy. The overall effect of economic growth on real exchange rate is that economic growth leads to depreciation of the local currency against foreign currency, hence, economic growth does not lead to Dutch disease. The study recommends that the government should put in place policies to ensure that Ghana utilize its ideal productive capacity to cushion their aid-induced increased demand in order not to experience the Dutch disease.

6. Limitation of the study

Data for certain variables which could have been used as control variables were not easily accessible. Therefore, those variables were not included in the analysis. Although the results may be affected in this case, the robust technique used in the study reduces this effect.

7. Recommendation for further studies

We suggest that new data set and different models could be used for further studies on this research area.
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Notes
1. Dutch disease is defined as “the effects of discoveries or price increases of natural resources that result in real exchange rate appreciation, factor reallocation, and de-industrialization” (Magus and Sosa 2010).
2. There are numerous studies and survey papers on the subject matter. For instance, see Torres et al. (2013) and Franke (2010) for surveys.
3. Some of the theories are tailored to fit specific conditions such as the oil price increase, large foreign aid inflows. Refer to Mugad and Sosa (2010) for comprehensive survey.
4. However, two of the sectors that produce the traded goods can be classified as resource/booming sector (which extracts oil or natural gas, or which mines gold or copper or diamonds) and the lagging sector which usually refers to manufacturing though can also refer to agriculture sector.
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