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Abstract: The excessive cost of financial intermediation in the Sub-Saharan African banking sectors motivates the investigation of whether competition, regulation and stability matter for efficiency in the banking system. Data from 440 commercial banks for the periods 2006–2015 were collected and analysed by seven-variable panel structural vector autoregressive model. There was evidence to show that efficiency responds positively and significantly to shocks in capital, liquidity and asset quality regulations and competition. However, the results reveal all the variables responding to one standard deviation shock in efficiency, suggesting that while the variables matter for efficiency, they all also require efficiency for their effective operation. Hence, the conclusion is that efficiency is central to the effective running of the banking system.
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1. Introduction
The purpose of this article is to analyse the efficiency of the commercial banking system of the Sub-Saharan African (SSA) commercial banks in the context of competition, regulation and stability of the banking system. The SSA financial system is largely bank based with grossly
underdeveloped capital markets (Abdelkader & Mansouri, 2013). The financial and banking systems in SSA countries remain underdeveloped and laced with inefficiencies. Banking competition brings about a stable and an efficient banking sector where there is access to finance, low charges and moderate interest rates spread (Ariss, 2010; Chirwa, 2003; Freixas & Rochet et al., 2008; Kouki & Al-Nasser, 2014; Mugume, 2008). However, service charges and lending rates are extremely high with meagre deposit interest rates in SSA banking sectors (Mlachila, Park, & Yabara, 2013). Moreover, high non-performing loans (NPLs) threaten the stability of the banks in the region. Despite some of the efforts to regulate the sector, these problems have persisted. High costs of banking and lending rates are being identified as factors militating against efficient banking sectors’ financial intermediation role. Consequently, service charges are high, financial intermediation is low and high interest rate spreads stifle investment and savings, curtailing the efficient operation of banks in this region, hence their inability to finance SSA countries’ developmental goals. The culmination of the foregoing means a banking system with lowest commercial bank branches compared to other regions of the world, with very low bank credit to private sectors, hence unable to support entrepreneurial drives of the region especially giving the very high cost of banking. These pose enormous challenge to policy-makers of improving efficiency in banking system of the region to facilitate increased financial intermediation that could support the anticipated development in the region. Thus, it requires empirical investigations of ways to improve banking efficiency in the region.

To the best of my knowledge, this is the first research to investigate the implications of regulation (capital, liquidity and asset quality) on efficiency; second, the effect of efficiency on capital and liquidity regulation; and, third, the effects of interest rate spread on the efficiency of banks. This study found evidence to support a direct and significant relationship between the regulation variables and efficiency. Moreover, the results show that competition results in efficiency leading to acquisition of market power which eventually revert to a competitive banking environment. Until now, no study has investigated these issues as suggested by the evidences available and are fundamental extension of literature.

The rest of this article proceeds as follows: literature review, theoretical and empirical, is given in section 2. Section 3 explains the various methods adopted including data source and description of variables employed. In section 4, the results are presented, and section 5 provides the summary and conclusion.

2. Literature review

Efficiency refers to the level of performance of a firm which could be viewed either in relation to output or cost savings. In the former, few inputs are converted to optimal production output, while the later epitomises avoidance of excesses such as waste to achieve a desired outcome. Hence, the classification is as productive (technical) and economic efficiency. Early insight into this field by Koopmans (1951) describes productive efficiency as the point where further output can no longer be achieved without employing more inputs or reducing production of some other outputs. However, economic efficiency aims to achieve a given output at minimum cost or use a given input to maximise revenue or allocate inputs and outputs to maximise profit (Kumbhakar & Lovell, 2003). Technical efficiency, hence, emphasises the ability to minimise inputs used in a vector of output production or maximise output from a given input vector. Described by Battese and Coelli (1992), it is the ratio of a firm’s mean production to the corresponding mean production conditioned on the firm’s efficient utilisation of its inputs.

Productivity and efficiency have been used interchangeably but are, however, different. In terms of production, the production frontier is a representation of the maximum attainable output of a firm from a given input, thus reflecting the current state of the firm’s technology. In the case of technical efficiency, when firms in an industry operate on the frontier, they are technically efficient, otherwise inefficient. This implies that firms operating inefficiently have the latitude further to the frontier without altering their inputs. In banking, this is developed to measure an efficient frontier
from which banks’ positions are compared. Therefore, competition forces banks to become efficient in their operational activities to maintain a competitive advantage and outperform their rivals. As Hicks (1935) argued, it makes managers to come out of their shelves. By implication, an efficient banking system is characterised by lower costs resulting in a better financial intermediation functions thereby culminating in lower charges to customers.

2.1. Efficiency and competition

The literature that links competition and efficiency relies on the structure of firms pioneered by the Hicks’ (1935) quiet life hypothesis (QLH) which argued that the composition of a firm explains its performance and/or efficiency. This is consistent with the position of the micro market structure theory that stratified firms according to their features in terms of market power ranging from monopoly to pure competition and the go-between as monopolistic competition and oligopoly (Nyong, 1999, among others). The more general consensus is that efficient utilisation of inputs for an optimised output is precedent on the relative share of the market a firm control. In other words, firms with market power enjoy quiet life and can afford to be inefficient without consequence for their performance (see Shepherd, 1983; Smirlock, Gilligan, & Marshall, 1986). This relationship between uncompetitive banking system and its efficiency was also upheld by Pagano (1993) with the argument that inefficiencies increase with market power as managers are under less pressure to minimise cost. However, Demsetz’s (1973) efficiency structure hypothesis (ESH) argued, otherwise, that efficiency determines the structure of firms as more efficient firms can afford more market share, hence more market power, suggesting a reverse causality among competition/market power and efficiency (Vander Vennet, 2002). Akande and Kwenda (2017a) empirically investigated the impact of competition on efficiency applying stochastic frontier analysis (SFA) of Battese and Coelli (1992) to a sample SSA commercial bank. The study modelled the efficiency of the banking systems with and without competition and found an increase in efficiency with a competitive banking system as the mean efficiency of the model with competition turned out to be higher than the model without competition. Other empirical works of Fungáclová, Pessarossi, and Weill (2013) and Hussain and Hassan (2012), among others, that also studied the relationship between competition and efficiency found competition to increase efficiency in the banking system.

Meanwhile, Boot and Schmeits (2006) leveraged on the price war in a competitive banking environment to argue that competition results in banking inefficiency as it results in a short-term relationship between the banks and their principal stakeholder, customers. According to Evanoff and Ors (2002), high cost will have to be incurred to sustain customers’ loyalty. Apriadi, Sembel, Santosa and Firdaus (2016) found that efficiency is inversely affected with competition in the Indonesia banking system given that concentration positively Granger causes efficiency in the system. With the foregoing evidences, one could at best conclude that the relationship between competition and efficiency in the banking system is largely inconclusive and has to be further investigated especially in the banking system of SSA region. Specifically, no studies have investigated the nexus between interest rate spread, another good proxy of competition used in the literature, and efficiency, hence providing an opportunity for extending literature in this area.

2.2. Efficiency and regulation

To the best of my knowledge, no existing literatures have been seen to have expressly explored the relationship between regulation and efficiency in the banking system. This study, however, hypothesises a direct relationship between regulation and efficiency as an indirect relationship could be inferred given the relationship between competition and efficiency. It is evident in the literature that one of the fundamental reasons for bank regulation is to stimulate competition of the banking system (Casu & Girardone, 2006; Llewellyn, 1999). Since competition is necessary for the dynamic efficiency of the banking system (see Casu, Girardone, & Molyneux, 2015), it is logical to infer that regulation causes efficiency. However, this study also hypothesises a reverse causality between regulation and efficiency as excessive competition may impair efficiency (Apriadi et al., 2016, among others) and thus compels regulatory intervention for remedy. Table 1 outlines some of these gaps in the literature that this study proposes to make some contributions.
The industrial organisation theory alludes to competition–efficiency hypothesis. This relationship provides credence to the competition–stability views widely researched in the literature. The arguments being that a competitive banking environment exudes efficiency which helps to ensure the stability of the system. The literature provides evidences of a relationship between efficiency and stability. On one hand, efficiency has been argued to affect positively on stability. This is true as efficient banks are seen to better manage the asset side of their balance sheet which Williams (2004), Petersen and Rajan (1995) and Berger (1995) argued has helped to reduce incidences of NPLs, hence the stability of the system. On the other hand, Apriadi et al. (2016) considered proxy Z score for stability and found that cost efficiency positively Granger causes stability of banks. At the same time, they found that stability also matters for the efficiency of banks as their results show that improvement in stability also positively affects the efficiency of banks.

Overall, Table 1 summarises the hypothesis that we propose in this study. Specifically, the study contributes to extant literature in the nexus between efficiency and regulation and efficiency and competition by investigating the effects of interest rate spread on efficiency.

## 3. Methodology

To effectively analyse the impact on efficiency of competition, regulation and stability in the banking system and how efficiency also affects these variables, this study elected to carry out a short-term analysis using the panel structural vector autoregressive (P-SVAR) model. The choice of method is informed by its flexibility to permit the recovery of interesting pattern with little or no theoretical background (see Graeve & Karas, 2010), especially in a banking research as in the case of this study. Moreover, the capability of panel vector autoregression (PVAR) to combine past, present and future scenarios in a study (Canova & Ciccarelli, 2014) underscores its power over other methods such as ordinary least squares (OLS) and generalised method of moments (GMM), including its ability to accommodate more variables without the loss of degree of freedom (Raghavan & Silvapulle, 2008). Furthermore, it is useful in separating shocks as to whether it is permanent or temporary (Ramaswamy & Sløk, 1998), while also providing flexibility of dynamic

### Table 1. Research hypothesis for analysis

<table>
<thead>
<tr>
<th>Objectives to be analysed</th>
<th>Variables</th>
<th>$H_0$</th>
<th>Selected references</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regulation on efficiency</td>
<td>Capital on efficiency</td>
<td>$H_0 = 0$</td>
<td>Gap</td>
</tr>
<tr>
<td></td>
<td>Liquidity on efficiency</td>
<td>$H_0 = 0$</td>
<td>Gap</td>
</tr>
<tr>
<td></td>
<td>Asset quality on efficiency</td>
<td>$H_0 = 0$</td>
<td>Gap</td>
</tr>
<tr>
<td>Competition on efficiency</td>
<td>Lerner index on efficiency</td>
<td>$H_0 = 0$</td>
<td>Fungác̆ová et al. (2013), Hussain and Hassan (2012)</td>
</tr>
<tr>
<td></td>
<td>Interest rate spread on efficiency</td>
<td>$H_0 = 0$</td>
<td>Gap</td>
</tr>
<tr>
<td>Efficiency on regulation</td>
<td>Efficiency on capital</td>
<td>$H_0 = 0$</td>
<td>Gap</td>
</tr>
<tr>
<td></td>
<td>Efficiency on liquidity</td>
<td>$H_0 = 0$</td>
<td>Gap</td>
</tr>
<tr>
<td></td>
<td>Efficiency on asset quality</td>
<td>$H_0 = 0$</td>
<td>Berger and Mester (1997)</td>
</tr>
<tr>
<td>Efficiency on competition</td>
<td>Efficiency on Lerner index</td>
<td>$H_0 = 0$</td>
<td>Fungác̆ová et al. (2013)</td>
</tr>
<tr>
<td></td>
<td>Efficiency on interest rate spread</td>
<td>$H_0 = 0$</td>
<td>Apriadi et al. (2016)</td>
</tr>
<tr>
<td>Efficiency on stability</td>
<td>Efficiency on Z score</td>
<td>$H_0 = 0$</td>
<td>Apriadi et al. (2016), Petersen and Rajan (1995)</td>
</tr>
<tr>
<td>Stability on efficiency</td>
<td>Z score on efficiency</td>
<td>$H_0 = 0$</td>
<td>Apriadi et al. (2016)</td>
</tr>
</tbody>
</table>

Source: Author’s review\(^a\), 2018.

\(^a\)Identified number of gaps is, to the best of our knowledge, based on the reviewed literature.

### 2.3. Efficiency and stability

The industrial organisation theory alludes to competition–efficiency hypothesis. This relationship provides credence to the competition–stability views widely researched in the literature. The arguments being that a competitive banking environment exudes efficiency which helps to ensure the stability of the system. The literature provides evidences of a relationship between efficiency and stability. On one hand, efficiency has been argued to affect positively on stability. This is true as efficient banks are seen to better manage the asset side of their balance sheet which Williams (2004), Petersen and Rajan (1995) and Berger (1995) argued has helped to reduce incidences of NPLs, hence the stability of the system. On the other hand, Apriadi et al. (2016) considered proxy Z score for stability and found that cost efficiency positively Granger causes stability of banks. At the same time, they found that stability also matters for the efficiency of banks as their results show that improvement in stability also positively affects the efficiency of banks.
cross section and slope heterogeneity (Canova & Ciccarelli, 2014). In fact, it harnessed the merits of vector autoregression (VAR), PVAR and SVAR as it overcomes their limitations individually.

Hence, the reduced form of the P-SVAR can be written as

\[ \mathbf{X}_t = \mathbf{\gamma} + \mathbf{\Omega} \mathbf{X}_{t-1} + \mathbf{\mu}_t \]  

(3.1)

where \( \mathbf{X}_t \) is \((n \times k)\) vector variable given as

\[ \mathbf{X}_t = (\text{CAP, LIQ, ASQ, LERNERI, IRS, EFS, ZSCORE}) \]  

(3.2)

Equation (3.2) is the vector of SSA region commercial bank endogenous variables used in the study, where \( Z \text{ SCORE} \) is the stability measure, IRS is the interest rate spread and LI is the competition index. Others are CAP the regulatory capital, LIQ the liquidity reserve, ASQ the asset quality and EFS the efficiency score estimated with SFA as efficiency measure. From Equation (3.1), \( \mathbf{\gamma} \) is the vector of constants denoting country intercept terms, \( \mathbf{\Omega} \) is the matrix of polynomial in the lag operator that captures the relationship between the bank endogenous variables and their lags, \( \mathbf{\mu}_t = Q^{-1} K \mathbf{e}_t \) and/or \( Q^{-1} \mathbf{\mu}_t = K \mathbf{e}_t \), is a vector of random disturbance. This will be employed to estimate the interaction between regulation, competition and stability of SSA commercial banks.

To enable the recovery of information in the structural model, restrictions were imposed in the matrices \( Q \) and \( K \) in the system for which the identification scheme follows Davoodi, Dixit and Pinter (2013), whereby structural restrictions are applied to the contemporaneous parameter matrix. This process permits the contemporaneous reactions of the variables to the individual innovations based on their ordering (see Akande & Kwenda, 2017b; Kutu & Ngalawa, 2016). Hence, the scheme is identified with 70 restrictions on the matrices following, Amisano and Giannini (1997), with maximum of 42 restrictions on the diagonal matrix and the remaining 28 restrictions absorbed by the other matrix for the system to be exactly identified.

3.1. Source of data and variable description

Data were sourced from the BankScope database used in many bank literatures. Our sample comprises 440 commercial banks from 37 SSA countries that excluded South Africa for the level of the financial sector development and others such as Zimbabwe and Sudan, among others, for want of data. Data collected are predominantly bank profile data necessary for the estimation of efficiency (using SFA), competition (based on Lerner index (LERNERI)), capital (using equity capital ratio (ECR; CAP)) and stability (based on \( Z \text{ SCORE} \)). Further details about the data requirement for these surrogates and others considered in this study are given in Table 2. Regulatory variable selection was informed by CAMEL (see Akins, Li, Ng, & Rusticus, 2016; Moyo, Nandwa, Council, Oduor, & Simpasa, 2014; among others) and the Basel Accords.

4. Empirical results

The summary statistics of the data for this study is presented in Table 3 for the periods under consideration to provide an insight into the nature of data employed. The hypotheses highlighted in Table 1 are tested using the P-SVAR. Following Kutu and Ngalawa (2016), among others, P-SVAR at levels was implemented giving that the variables are without unit root. The standard final prediction error (FPE), Schwarz’s Bayesian information criterion (SBIC), Akaike’s information criterion (AIC) and Hannan and Quinn information criterion (HQIC) out of the five commonly used information criteria suggest an optimal 5-lag length as the lag selection for the transformed data. The use of an appropriate lag length prevents the equations being potentially mis-specified (see Canova, 2007; Stock & Watson, 2007) as well as prevents issues of serial correlation in the residuals (see Kutu & Ngalawa, 2016). For robustness, other diagnostic tests such as heteroskedasticity, normality test and VAR stability test provided the much-needed confidence for the validity of the results. Besides, Im–Pesaran–Shin (IPS) test was carried out as part of the unit root test which has been argued to account for structural breaks (Glynn, Perera, & Verma, 2007). Furthermore, issues of cross-sectional dependence are largely catered for in PVAR, even though...
Chudik and Pesaran (2013) argued that the assumption could be relaxed for large panel analysis as in the case of this study. Having satisfied the basis for implementing VAR, the results of the impulse response function and the variance decomposition are interpreted and discussed below.

### 4.1. Impulse response analysis

This subsection analyses the response of efficiency to one standard deviation shock in regulation variables (capital, liquidity and asset quality), competition and regulation, as well as the response of these variables to one standard deviation shock in efficiency in the commercial banking sector of SSA region. Impulse response function provides information on the future states of the banking system as it relates to the variables in the system where there are changes in any of the components. Bank efficiency response to capital shock is significant and positive but with a declining trend over the periods. In Figure 1(a), efficiency increases steadily from period 1 to period 4 and declines suddenly with a steep slope up to period 8 and then a steady decline in the rest of the periods. The implication of this is that the level of capital of a bank determines the relative efficiency that the bank can attain and that bank capital has a direct and short-term positive relationship with commercial banks’ efficiency in the SSA region. Figure 1(b) depicts the impulse response graph for liquidity and efficiency. Again, liquidity is positive and significant to explain the efficiency in the banking system of SSA. A standard deviation shock in liquidity causes a positive rise in efficiency with a steady decline between period 4 and period 6. From period 6, efficiency rises, flattened over the periods but declines steadily towards the 24th period. Although issues of liquidity are quite tricky in the banking system, it, however, follows that adequate liquid assets will both support lending and profitable investments without compromising short-term obligations, thus having far-reaching effects on profitability. As for bank’s quality of

<table>
<thead>
<tr>
<th>Variables</th>
<th>Description</th>
<th>Data requirement</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAP</td>
<td>Ratio of equity to total assets</td>
<td>Equity capital, total assets</td>
<td>Agoraki, Delis, and Pasios (2011); Matutes and Vives (2000); Repullo (2004); Casu et al. (2015); etc.</td>
</tr>
<tr>
<td>LIQ</td>
<td>Ratio of banks’ liquid assets to depreciation and short-term funds</td>
<td>Liquid assets, depreciation, short-term funds</td>
<td>Mayo et al. (2014)</td>
</tr>
<tr>
<td>ASQ</td>
<td>Measured as loan loss reserves to net loan assets</td>
<td>Loan loss reserve, net loan assets</td>
<td>Mayo et al. (2014)</td>
</tr>
<tr>
<td>LERNERI</td>
<td>Measure of bank market power signifying a bank’s ability to charge price above its marginal cost</td>
<td>Total assets, total revenue, personal costs, interest expenses, non-interest expenses, total deposits and fixed assets, among others</td>
<td>Kouki and Al-Nasser (2014); Berger, Klapper, and Turk-Ariss (2009); Liu, Molyneux, and Wilson (2013); Soedarmono, Machrouh, and Tarazi (2013); Jim’Enez, Lopez, and Saurina (2013)</td>
</tr>
<tr>
<td>IRS</td>
<td>Differences in rates paid for loan and those earned on deposits</td>
<td>Interest rate, deposit rates</td>
<td>Demirguc-Kunt, Laeven, and Levine (2003); Laeven and Majnoni (2005)</td>
</tr>
<tr>
<td>EFS</td>
<td>Efficiency estimated using stochastic frontier analysis (SFA)</td>
<td>Total assets, pre-tax income</td>
<td>Coelli, Rao, O'Donnell, and Battese (2005); Coelli and Rao (1998); Chiu and Porter (2015); Barro and Barro (1990)</td>
</tr>
<tr>
<td>Z SCORE</td>
<td>Measure of stability indicating the likelihood of a bank becoming bankrupt</td>
<td>Return on assets, total assets, equity capital</td>
<td>Roy (1952); Kouki and Al-Nasser (2014); Chak, Demirguc-Kunt, Martínez Pería, and Mohseni-Cheraghi (2012); Lepetit and Strobel (2013); Laeven and Levine (2009)</td>
</tr>
</tbody>
</table>

CAP: regulatory capital; LIQ: liquidity reserve; ASQ: asset quality; LERNERI: Lerner index; IRS: interest rate spread; EFS: efficiency score.

Note: Authors’ summary of data requirements of variable used and selected lists of authors that have made use of them.
<table>
<thead>
<tr>
<th>Year</th>
<th>N</th>
<th>Mean</th>
<th>Efficiency scores</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Capital</th>
<th>Liquidity</th>
<th>Asset quality</th>
<th>Lerner index</th>
<th>IRS</th>
<th>Z score</th>
</tr>
</thead>
<tbody>
<tr>
<td>2006</td>
<td>190</td>
<td>0.9632438</td>
<td>0.0140684</td>
<td>0.870781</td>
<td>0.994005</td>
<td>0.1611557</td>
<td>0.470746</td>
<td>0.0139041</td>
<td>0.2556606</td>
<td>0.0701743</td>
<td>3.54343</td>
</tr>
<tr>
<td>2007</td>
<td>215</td>
<td>0.9611767</td>
<td>0.0181079</td>
<td>0.827363</td>
<td>0.991486</td>
<td>0.1441192</td>
<td>0.4439588</td>
<td>0.0153758</td>
<td>0.2693673</td>
<td>0.0702588</td>
<td>3.204579</td>
</tr>
<tr>
<td>2008</td>
<td>250</td>
<td>0.962111</td>
<td>0.0147257</td>
<td>0.863255</td>
<td>0.992549</td>
<td>0.1568832</td>
<td>0.3978305</td>
<td>0.0160256</td>
<td>0.2884124</td>
<td>0.0752672</td>
<td>3.380152</td>
</tr>
<tr>
<td>2009</td>
<td>275</td>
<td>0.958097</td>
<td>0.0255113</td>
<td>0.725649</td>
<td>0.993675</td>
<td>0.150284</td>
<td>0.4420819</td>
<td>0.021476</td>
<td>0.293903</td>
<td>0.0758463</td>
<td>3.29502</td>
</tr>
<tr>
<td>2010</td>
<td>296</td>
<td>0.9552949</td>
<td>0.0347272</td>
<td>0.657274</td>
<td>0.992596</td>
<td>0.1563837</td>
<td>0.4201964</td>
<td>0.0241048</td>
<td>0.2959335</td>
<td>0.0743105</td>
<td>3.273991</td>
</tr>
<tr>
<td>2011</td>
<td>320</td>
<td>0.9558327</td>
<td>0.0243512</td>
<td>0.743578</td>
<td>0.987884</td>
<td>0.139725</td>
<td>0.3727514</td>
<td>0.0221538</td>
<td>0.2821636</td>
<td>0.0725276</td>
<td>2.988873</td>
</tr>
<tr>
<td>2012</td>
<td>357</td>
<td>0.9566049</td>
<td>0.0227261</td>
<td>0.784277</td>
<td>0.994129</td>
<td>0.1542496</td>
<td>0.3743644</td>
<td>0.0210687</td>
<td>0.3237032</td>
<td>0.0736195</td>
<td>3.235099</td>
</tr>
<tr>
<td>2013</td>
<td>392</td>
<td>0.9559925</td>
<td>0.0220384</td>
<td>0.753375</td>
<td>0.993804</td>
<td>0.170136</td>
<td>0.4193003</td>
<td>0.0221185</td>
<td>0.3520863</td>
<td>0.0722735</td>
<td>3.403835</td>
</tr>
<tr>
<td>2014</td>
<td>430</td>
<td>0.9549598</td>
<td>0.0283397</td>
<td>0.660818</td>
<td>0.995555</td>
<td>0.1810466</td>
<td>0.3973395</td>
<td>0.0226412</td>
<td>0.3318136</td>
<td>0.0916671</td>
<td>3.624344</td>
</tr>
<tr>
<td>2015</td>
<td>440</td>
<td>0.954971</td>
<td>0.0224235</td>
<td>0.681551</td>
<td>1.00000</td>
<td>0.1704147</td>
<td>0.3809</td>
<td>0.0260906</td>
<td>0.3243521</td>
<td>0.0804629</td>
<td>3.484</td>
</tr>
</tbody>
</table>

SD: standard deviation; IRS: interest rate spread; SFA: stochastic frontier analysis.
Source: Authors' computation, 2018.
Note: Columns 2-6 on the table relate to efficiency scores generated using SFA and then the mean of other variables.
assets, Figure 1(c) shows a positive and significant relationship between banks’ asset quality and efficiency. As indicated in the graph, a standard deviation asset quality shock triggers quite an interesting pattern of reactions over the next 24 periods. It begins with an insignificant response until the fourth period where it becomes significant and positive with a very sharp increase to become flat and steady between period 5 and period 8. By the ninth period, it declines steadily and rises again with 12th and 14th quarters, respectively, only to decline from there but shows positive responses throughout the periods. This reiterates the fact that efficiency in banks is also directly affected by asset quality regulation and with short-term considerable influence. Overall, this study found all the regulatory variables considered to affirm our expectation as hypothesised in section 2.

In the other results, competition in Figure 1(d) shows a negative but insignificant relationship with efficiency. This is partly consistent with the study of Fungáčová et al. (2013) who found competition to negatively Granger cause efficiency and Hussain and Hassan (2012) that found a significant negative relationship between competition and efficiency. In the results in this study, efficiency reacts negatively in the short term against expectations to a standard deviation competition innovation, although the response is barely significant over the study period. Efficiency reaction to one standard deviation shock in interest rate spread and Z score, stability measure, is insignificant over the study period implying the absence of short-term response of efficiency to

Figure 1. Impulse responses of efficiency.

(a) Capital

(b) Liquidity

(c) Asset Quality

(d) Competition

(e) Interest Rate Spread

(f) Stability
these variables. Although the literature found stability to positively Granger cause efficiency, in Apriadi et al. (2016), this relationship is perhaps more apparent in the long term.

Figure 2 shows the various responses of the variables being considered to a standard deviation efficiency shock. The response of capital regulation to efficiency in the banking system is represented in Figure 2(a). Efficiency is insignificantly related to capital as capital regulation does not significantly respond to a standard deviation shock in efficiency. Between the first and tenth periods, capital response is barely positive and above zero and thereafter declines and tends to fall below zero. In contrast, liquidity responds (Figure 2(b)) significantly and positively over substantial periods of the study. This implies that efficiency is positive and significant in explaining liquidity regulation in the banking system. Liquidity rises and falls to zero in period 5, and while the response is not significant in the 4th–8th periods, it reacts with a steady surge with a significant positive rise towards the end of the 24th period. This indicates that changes in efficiency have considerable short-term effects on the liquidity of banks. It is logical that an efficient bank may be able to properly manage its liquid asset in the face of competition. In the case of asset quality, it was found in Figure 2(c) that efficiency is not significantly related to the quality of assets of banks. It shows that asset quality regulation responds not significantly different from zero to a standard deviation efficiency shock for most parts of the periods. Notably, the response is negative up to the fifth period. This is inconsistent with Williams (2004) and Berger and Mester (1997) who argued a

Figure 2. Impulse responses to efficiency.
better asset management with a more efficient bank. Efficiency as shown in Figure 2(d) is negative but insignificantly related to competition as measured by the Lerner index. It was found that the response of competition to a standard deviation shock in efficiency to be initially negative up to period 5 but rises above zero to be positive between period 5 and period 8 from where it gradually falls back to negative to the end of the period. This result aligns with Fungáčová et al. (2013) who found evidence to show that competition does not increase over time with improvement in banks’ cost efficiency.

The case is, however, different with competition measured by interest rate spread. Figure 2(e) shows that efficiency is positive and strongly significant to explain interest rate spread as a measure of competition in the banking sector. A downward and gradual decline of interest rate spread in response to a standard deviation efficiency shock was found. This significant and positive relation means that competition increases with efficiency since reduction in net interest margin and/or interest rate spread denotes reduction in market power and increase in competition. This may also speak about changes in lending and deposit rates regulations reacting as efficiency of banks changes. The response steadily declines till period 4 where it experiences a sudden surge that results in a steep slope that becomes normal in period 5 and then the gradual decline continues. This result was found to be consistent with the recent findings of Apriadi et al. (2016) who showed evidence that efficiency negatively Granger causes banking concentration. Thus, it indicates a positive response of competition to an efficient banking system since reduction in concentration is competition. Figure 2(f) again establishes the existence of short-term relationship between bank efficiency and bank stability. Stability responds positively and significantly to a standard deviation efficiency innovation. This is consistent with Apriadi et al. (2016) who found a positive relationship between efficiency and stability. The response as shown in the graph declines steadily over time but positive and significant over the periods. Efficiency has been argued to influence the stability of banks in competition in the efficiency and stability literature (Petersen & Rajan, 1995; Williams, 2004). Therefore, this provides evidence to underscore the importance of efficiency in banks in relation to stability especially in the short term which will be of tremendous implication for policy development in this area.

### 4.2. Variance decomposition

With the variance decomposition, the extent to which regulation, competition and stability variables explain the variation in bank efficiency can be determined (see Ziegel & Enders, 1995). The extract is presented in Table 4. This table reveals the shocks in capital, asset quality, Lerner index and liquidity to have the most direct impacts on the changes in the efficiency of banks. Notably, interest rate spread and stability least affect it and with their effect transmitted through the other variables.

Innovation in capital has an average of 6.5% impact on the changes in efficiency over the periods. Specifically, 7.69%, 6.55%, 6.33%, 6.24%, 6.19% and 6.17% by the end of periods 4, 8, 12, 16, 20 and 24. The impact of shocks in asset quality is significant after the 4th period when it is near zero to 2.917%, 3.048%, 3.400%, 3.566% and 3.683% and thereafter to the end of 24th period. Again, the impact of shocks in the Lerner index becomes obvious from the 12th period with 0.116%, 0.233%, 0.392% and 0.583% by the end of period 24 in that order. In like manner, shocks of liquidity to changes in efficiency become pronounced from the end of period 12 at 0.197%, 0.349%, 0.489% and 0.605% by the end of the 16th, 20th and 24th period, respectively. The impact of interest rate spread is almost negligible with an average of 0.005% while stability average about 0.02% beyond the end of period 4. The variations in bank efficiency are, therefore, explained mainly by the shocks in the VAR system rather than variables that are exogenous to it. These are shown pictorially in Figure 3 below.

### 4.3. Inference discussion of findings

Expectedly, efficiency in Figure 1(d) responds significantly negatively to the measure of competition, the Lerner index, sometimes in the future, suggesting a direct relationship between competition and
efficiency. The result suggests a declining efficiency in the future with a standard deviation Lerner index innovation. A competitive banking environment is, therefore, expected to engender an efficient system which according to Petersen and Rajan (1995), among others, should support better loan administration, hence a more responsive and resilient banking system. It also provides an affirmation to the findings of Akande and Kwenda (2017a) of an increase in efficiency with competition, as such could conclude that competition is good for the banking sector of SSA efficiency. But the Lerner index does not respond significantly to shocks in efficiency as shown in Figure 2(d) ruling out the possibility of a reverse causality in the short term. The result, however, differs significantly when competition measured by interest rate spread that reflects the presence of relative market power was considered as shown in Figure 1(e). While efficiency does not respond to interest rate spread, interest rate spread does respond positively and significantly to one standard deviation shock in efficiency as seen in Figure 2(e). Hence, it is consistent with the ESH of Demsetz (1973) who argued efficiency precedes market power in the banking system because a more efficient bank is able to operate at lower cost and better able to acquire more market share resulting in higher market power.

From the foregoing, one can infer a vicious cycle of a market system where competition leads to efficiency and efficiency resulting in market power. The ESH argued that as competitive banks become more efficient, they gain market power which may eventually result in monopoly rent, giving banks the ability to charge high uncompetitive market prices. According to the Austrian school, the monopoly rent is only temporary as new bank entrants that are rent seeking will erode the abnormal profit and/or market power such that the banking system becomes competitive again. However, there is the danger that the presence of entry and exit cost in the banking system may invalidate the Austrian school arguments; therefore, unless policy-makers and regulators

---

**Table 4. Variance decomposition of efficiency**

<table>
<thead>
<tr>
<th>Period</th>
<th>Standard error</th>
<th>Capital</th>
<th>Liquidity</th>
<th>Asset quality</th>
<th>Lerner index</th>
<th>Interest rate spread</th>
<th>Efficiency</th>
<th>Stability</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.012370</td>
<td>7.685921</td>
<td>0.022868</td>
<td>0.000645</td>
<td>0.026200</td>
<td>0.002886</td>
<td>92.26139</td>
<td>9.14E – 05</td>
</tr>
<tr>
<td>88</td>
<td>0.014644</td>
<td>6.549961</td>
<td>0.079695</td>
<td>2.917262</td>
<td>0.036139</td>
<td>0.006040</td>
<td>90.39019</td>
<td>0.020715</td>
</tr>
<tr>
<td>1212</td>
<td>0.015784</td>
<td>6.337248</td>
<td>0.196785</td>
<td>3.048439</td>
<td>0.116330</td>
<td>0.005291</td>
<td>90.27414</td>
<td>0.021762</td>
</tr>
<tr>
<td>116</td>
<td>0.016407</td>
<td>6.236244</td>
<td>0.349491</td>
<td>3.399150</td>
<td>0.232502</td>
<td>0.004959</td>
<td>89.75433</td>
<td>0.023326</td>
</tr>
<tr>
<td>2020</td>
<td>0.016761</td>
<td>6.193195</td>
<td>0.488903</td>
<td>3.566373</td>
<td>0.391819</td>
<td>0.005096</td>
<td>89.33045</td>
<td>0.024169</td>
</tr>
<tr>
<td>224</td>
<td>0.016972</td>
<td>6.167736</td>
<td>0.605381</td>
<td>3.683419</td>
<td>0.583340</td>
<td>0.005464</td>
<td>88.92998</td>
<td>0.024694</td>
</tr>
</tbody>
</table>
alike monitor and moderate the market process, the monopoly rents may continue unabated. This could be exacerbated by the fact that competition does not apply to the banking system as it does in other conventional industries because of certain fundamentals such as information asymmetry, moral hazard and adverse selection that meant that a certain level of market power is desirable within the banking system. The evidence, therefore, should guide regulators in determining the balance between what is a competitive banking and the level of market power desired at least over the next 24 periods in the banking sectors of the SSA region.

In Figures 1(f) and 2(f) are the responses of efficiency to bank stability and stability to efficiency. While efficiency does not significantly respond to stability of the banking system, stability on its part significantly and positively responds to efficiency. Tied to the results of competition and efficiency above, a link among competition, efficiency and stability was found, suggesting a possible mediation by efficiency in competition and stability relationship. Our results show that efficiency responds to competition and stability responds to efficiency. In other words, competition causes efficiency and efficiency causes stability, providing support for these relationships that have been subject of debates in the literature (see Akande & Kwenda, 2017a; Schaeck & Cihák, 2014; among others).

Finally, efficiency responds positively and significantly to a standard shock in all the regulatory variables, that is, capital, liquidity and asset quality regulation. As hypothesised, this study expects these variables to affect efficiency given their influence on competition and stability of banks. Knowing that efficiency will improve with well-crafted regulations makes our findings unique and a significant contribution to banking literature. The result is consistent with the logic that regulation is not only directly related to efficiency as in this result, but it is also indirectly related via competition. The role of regulation in the banking system is further re-emphasised by these findings. The policy implication for the efficiency of the banking system is that regulation and competition must be closely paid attention to, as both influence efficiency which is germane to the continued stability of the banking system.

4.4. Robustness check
The analysis of the annual data used in this study were carried out with both static (pooled OLS, fixed effect, and random effect models) and dynamic models (GMM) and the results presented in columns 1–4, respectively, of Table 5. The essence was to help validate the results of the P-SVAR analysis supra and to provide evidence to substantiate the robustness of the results even in the long term. The focus of this analysis was on the GMM, but the static models results were also provided for further robustness purpose. The GMM results based on the robust corrected standard error provide results that are in most cases consistent with P-SVAR results. For instance, Lerner is shown to relate negatively to efficiency (and consistent with the static models), implying that increase in market power will reduce efficiency or increase in competition will increase efficiency. Similarly, the regulatory variables under the GMM model are all significant and with signs consistent with the P-SVAR models apart from capital (ECR) with a negative sign which may be unconnected with the declining responses of efficiency to capital regulation in Figure 1(a). Overall, the diagnostics carried out on the P-SVAR all cumulatively enhanced the robustness of the results.

5. Summary and conclusion
This study analysed efficiency in the SSA region commercial banks in the light of regulation, competition and stability. Based on the theory of the perceived transmissions among these variables, the study fitted a seven-variable P-SVAR to gauge the response of efficiency to and from competition, regulation and stability proxy variables. The essence is finding a way to better enhance an efficient SSA region banking system that could be encouraged to support the right financial intermediation that will drive the much-anticipated development of the region.

The findings reveal that efficiency is central to competition, regulation and stability relationships. Competition was found to cause efficiency, while efficiency causes stability. The result further shows that efficiency causes bank market power suggesting a vicious cycle of competition to efficiency to
market power back to competition giving credence to the Austrian school arguments on monopoly rents but with a caution. Furthermore, a direct relationship among capital, liquidity and asset quality regulation variables and efficiency was found, which also infers an indirect relationship between regulation and efficiency via competition. This study, therefore, concludes that competition and regulation matter for efficiency, as efficiency matters for bank market power and bank stability. Hence, to maintain an ongoing efficient banking system in the region, regulation and competition must be adequately enhanced through competition monitoring and moderation as well as continuous review of regulatory frameworks that enhances capital, liquidity and the quality of banks' assets. One major limitation of this study is that it did not consider regulations that deal with banks ways of doing business, such as activity restrictions, supervision, corporate governance, among others, and so call future research to explore how these affects the efficiency of the banking system.

### Table 5. Static and dynamic panel regressions

<table>
<thead>
<tr>
<th>Variables</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pooled OLS</td>
<td>FE regression</td>
<td>RE regression</td>
<td>GMM regression</td>
</tr>
<tr>
<td>Efficiency</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L.efficiency</td>
<td>-0.436*** (90.00687)</td>
<td>-0.417*** (0.00894)</td>
<td>-0.431*** (0.00782)</td>
<td>-0.395*** (0.0382)</td>
</tr>
<tr>
<td>Capital</td>
<td>-0.436*** (90.00687)</td>
<td>0.00295*** (0.00711)</td>
<td>-0.417*** (0.00894)</td>
<td>-0.417*** (0.00894)</td>
</tr>
<tr>
<td>Liquidity</td>
<td>-0.436*** (90.00687)</td>
<td>0.00295*** (0.00711)</td>
<td>-0.417*** (0.00894)</td>
<td>-0.417*** (0.00894)</td>
</tr>
<tr>
<td>Asset quality</td>
<td>-0.0216*** (0.00534)</td>
<td>-0.0146*** (0.00486)</td>
<td>-0.0135*** (0.00465)</td>
<td>-0.0498* (0.03)</td>
</tr>
<tr>
<td>Lerner index</td>
<td>-0.000370*** (0.000982)</td>
<td>-5.12E−05 (0.000718)</td>
<td>-8.00E−05 (0.000673)</td>
<td>-0.000237*** (0.000724)</td>
</tr>
<tr>
<td>IRS</td>
<td>-0.00184 (0.00191)</td>
<td>0.0428*** (0.000793)</td>
<td>-0.000931 (0.00243)</td>
<td>0.0287*** (0.0109)</td>
</tr>
<tr>
<td>Z score</td>
<td>0.0222*** (0.000325)</td>
<td>0.0215*** (0.000391)</td>
<td>0.0221*** (0.000344)</td>
<td>0.0204*** (0.00197)</td>
</tr>
<tr>
<td>Constant</td>
<td>0.950*** (0.00045)</td>
<td>0.946*** (0.000797)</td>
<td>0.950*** (0.000838)</td>
<td>0.837*** (0.0382)</td>
</tr>
<tr>
<td>Observations</td>
<td>2695</td>
<td>2695</td>
<td>2695</td>
<td>2355</td>
</tr>
<tr>
<td>R²</td>
<td>0.694</td>
<td>0.691</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of id</td>
<td>409</td>
<td>409</td>
<td>409</td>
<td>403</td>
</tr>
<tr>
<td>F/Wald stats</td>
<td>1014.19</td>
<td>849.68</td>
<td>5776.84</td>
<td>1628.45</td>
</tr>
<tr>
<td>Probability</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Source: Authors’ computation, 2018.
Notes: Corrected/standard errors are in parentheses and for the GMM its robust standard error; probability values: ***p < 0.01, **p < 0.05, *p < 0.1; 3 to 3 lags used as instruments; adjusted R² probability—0.435; Hansen J statistics —0.766; no. of instruments—86.
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