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PUBLIC INTEREST STATEMENT

The contributions of financial institutions such as banks and stock markets have been researched extensively in the financial literature. However, little or no knowledge about the contributions of insurance activities to economic growth has been given in the literature. Yet, given the huge contribution of insurance to the economy as a whole, little is known about the contribution of insurance to the economy in African countries. To individuals, insurance purchase enables an individual to sustain his continuous consumption of his property in the case of theft or damaged. Firms on the other hand can engage in high-risk investment and receive high returns as a result of pool of risk involved by insured. To the Government, on the other hand, expenditure on damages caused by natural disasters such as fire, flood, and other natural disasters is reduced if not eliminated due to insurance purchase.
1. Introduction

The growing share of the insurance sector in the aggregate financial sector in almost every developing and developed country has shifted attention to insurance-growth nexus. The insurance markets have witnessed a tremendous growth in the last decade with the world premium in US dollars increased by 175% between the year 2000 and 2008, significantly outpacing worldwide economic growth (Outreville, 2011). The worldwide insurance premium volume in 2009 was US$4.06 trillion equivalent to 7% of the global GDP (International Insurance fact book, 2010). World insurance premiums rose by 6% from $4.3 trillion in 2010 to $4.57 trillion in 2011, according to Swiss Reinsurance Company (2015) latest study of world insurance. It rose by 2.4% from $4.57 trillion in 2011 to $4.61 trillion in 2012 and it rose by 1.4% to the tune of $4.64 trillion by 2013.

These developments led research scholars to begin to focus on the link between insurance and growth. Indeed, several studies have found evidence that the development of insurance sector is related to economic growth and the key elements in the economic development of a country (Soo, 1996; Ward & Zurbruegg, 2000; Arena, 2008; Curak, Loncar, & Poposki, 2009; and Avram, Nguyen, & Skully, 2010). Many studies have equally tried to examine insurance-growth relationship in Africa. These studies are Mojekwu, Agwuegbo, and Olowokudje (2011), Akinlo (2012), Eze and Okoye (2013), Alhassan and Fiador (2014). One of the shortcomings of these previous studies is the use of the volume of premium as a measure of insurance development, which is not adequate in capturing actual insurance activities.

In this study, the sample countries were chosen based on availability of common long data span, and it was observed that the insurance penetrations (volume of premium divided by the gross domestic product of each country) show variations across the selected countries. For instance, insurance penetration, as a measure of insurance demand, shows large variations among the selected African countries. It was 0.76, 0.73, 2.84, 3.32, 0.4, 5.26, 1.33, and 3.88% for Algeria, Egypt, Kenya, Mauritius, Nigeria, South Africa, Tunisia, and Zimbabwe, respectively, in 1980. In 1990, it was 1.02% for Algeria, 0.77% for Egypt, 2.63% for Kenya, 3.20% for Mauritius, 0.55% for Nigeria, 9.89% for South Africa, 1.41% for Tunisia, and 3.84% for Zimbabwe (Swiss Reinsurance Company, 1990). By 2013, there have been some tremendous variations among the African countries. In 2013, insurance penetration in Algeria has declined to 0.68%, it was also 0.68% for Egypt, 3.41% for Kenya, 5.84% for Mauritius, 0.36% for Nigeria, 15.4% for South Africa, 1.76% for Tunisia, and 1.5% for Zimbabwe (International Insurance fact book, 2015). Therefore, the relationship between insurance purchase and economic growth in the selected countries is better analyzed individually given the large variations of the insurance penetration among the sample countries.

Furthermore, from the methodological perspective, the literature suggests that prior studies in both developed and developing countries have employed constant parameter models in the insurance–growth nexus. And given the recent global financial crises and various financial reforms, in form of recapitalization and consolidation that have been initiated in the sample countries, then a time varying parameter model that is capable of capturing the effects of these policy changes on the economies should be adopted. For this purpose, a Bayesian method adequate in handling the time varying parameters in the Time Varying Parameter Vector Auto regression (TVP-VAR) is employed.

This paper, therefore, using insurance penetration as measures of insurance activities in Africa, provides a robust measure of insurance activities with more samples and a time-varying model analysis. The remaining part of the paper is constructed as follows. Section 2 provides overview of insurance development in the selected countries, literature review is presented in section 3, section 4 contains the methodology, theoretical model, data measurement and sources, and the Bayesian TVP-VAR modeling. Section 5 presents the estimation results and discussions of the results while Section 6 provides conclusion and policy implications.
2. Trends of insurance development in the selected African countries

In the process of comparative analysis of each selected African countries, it is necessary to provide brief trend overview on the level of insurance sector development in these countries. This is necessary to help understand the financial and economic background of these countries. Figure 1 shows that the insurance penetrations of all the sample countries are below the 45 degree trend line except for South Africa that is above the line. The trend analysis reveals that insurance demand varies in African countries and is still relatively low compared to their counterparts in Asia and Europe except for South Africa.

3. Literature review

The relevant literature on the relationships between insurance and growth is reviewed as follows. Beenstock, Dickinson, and Khajuria (1988) apply pooled time series and cross section analysis on 1970 to 1981 data, covering mainly 12 countries. They regress premiums for property liability insurance on Gross National Product (GNP), income, and interest rate development. They find that premium are correlated to interest rate and GNP, marginal propensity to insure for both short- and long-run rise with income per capita and was higher in the long run. They conclude that insurance consumption was not affected by economic cycles or cyclical income variation.

For Organization for Economic Cooperation and Development (OECD) countries, Ward and Zurbruegg (2000), on the other hand, examine the potential causal relationship between economic growth and insurance market activity for nine OECD countries for the period 1961–1996. Using annual real GDP as a measure of economic activity and annual real total written premiums as a measure of insurance activity, the author uses the VAR-error correction methodology on a country by country basis to find the presence of a long-run relationship for five countries (Australia, Canada, France, Italy, and Japan). The authors only find causation for three countries (Australia, Canada, and Japan).

Kugler and Ofoghi (2005) evaluate both a long-run relationship and Granger-causality between insurance market size and economic growth for the United Kingdom using net written premium for each insurance market (general and long-term insurance) in the UK for the period 1966–2003. Using Johansen cointegration test, the authors find a long-run relationship between development in insurance market size and economic growth for all insurance components. Regarding causality tests, there is evidence of long-run causality from growth in insurance market size to GDP growth for eight
out of nine insurance categories that are considered. Webb, Grace, and Skipper (2005) analyzed the effect of banking and insurance on the growth of capital and output based on cross-country data of 55 countries for the period from 1980 to 1996. The insurance variable is measured by average insurance penetration (insurance premium relative to GDP). At the first stage of ordinary least square (OLS) estimation, assuming exogenous financial variables indicate positive effect of banking development on economic growth. The results of simultaneous equations, assuming endogenous relationship between financial activity and economic growth, show that higher levels of banking and life insurance penetration predict higher rates of economic growth.

In the same vein, Arena (2008) study on causal relationship between insurance market activity and economic growth included 56 countries (both developed and developing ones) in the period from 1976–2004. Insurance premiums are used as proxies of total and life and non-life insurance activity separately. As an estimation method, the author used generalized method of moment (GMM) for dynamic models of panel data. The result shows a positive and significant effect of total, life, and non-life insurance market activity on economic growth. Impact of life insurance on economic growth is driven by high-income countries only. In the case of non-life insurance, its impact was driven by both developed and developing countries, but it is larger in developed countries than in the developing ones.

Haiss and Sümegi (2008) on the other hand apply a cross-country panel data analysis from 29 European countries in the period from 1992–2005. The insurance variable is measured by premium income and total net investment of insurance companies. Premium income was split into life and non-life premium income. An estimation of Ordinary Least Squares (OLS) on unbalanced panel was done for the EU-15 countries, Switzerland, Norway, and Iceland, while non-life had a larger impact in Central and Eastern Europe. Wadlamannati (2008) equally examines the effects of insurance growth and reforms along with other relevant control variables on economic development in India in the period from 1980–2006. Growth of insurance penetration (life, non-life, and total) was used as proxies of insurance sector growth. The author applied ordinary least squares, cointegration analysis, and error correction models. The study confirms a positive contribution of insurance sector to economic development and a long-run equilibrium relationship between the variables. While the reforms in the insurance sector do not affect economic activity, its growth has positive impact on economic development.

Similarly, using GMM, Liyan, Donghui, Fariborz, and Yanghui (2010) investigate the relationship between insurance development and economic growth on a dynamic panel data-set of 77 economies for the period 1994–2005. Insurance density is used to measure the development of insurance. They conclude that insurance development is positively correlated with economic growth. The sample, which was divided into developed and developing countries, showed that the overall insurance development, life, and non-life insurance development play a much more important role for developing countries than they do for the developed countries.

Han, Li, Moshiran, and Tian (2010) studied the relationship between insurance development and economic growth using a dynamic panel data model on 77 countries for the period 1994–2005. The insurance density is used to measure the development of the insurance; they concluded that the development of insurance is positively correlated with economic growth. The estimated sample is then divided into developed and developing countries. For developing economies, the development of insurance is more important than that played in the case of developed economies. Likewise, Kjosevski (2011) examined the impact of insurance on economic growth using the insurance penetration as a measure of insurance development, three variables were used: life insurance penetration, penetration non-life insurance, and total insurance penetration. The analysis used data for the period 1995–2010 of the Republic of Macedonia using the OLS technique, followed by an analysis of the variability in order to identify the effects of each variable. The result of this analysis shows that the development of total insurance sector positively affects economic growth; this result is
confirmed in non-life insurance, while the results show that life insurance negatively affects economic growth.

In another panel study, İlhan and Taha (2011) examined the role of insurance in economic growth using 29 countries between 1999 and 2008. The countries are Australia, Austria, Belgium, Canada, Czech Republic, Denmark, Finland, France, Germany, Greece, Hungary, Iceland, Ireland, Italy, Japan, Turkey, South Korea, Luxemburg, Mexico, Holland, Norway, Poland, Portugal, Slovakia, Spain, Sweden, Switzerland, England, and United States. The result shows that there is a positive relationship between insurance and economic growth in the sample countries.

Chien-Chiang (2011) disaggregated real insurance premiums into life and non-life insurance premiums to examine the interrelationship between insurance market activities and economic growth for 10 selected OECD countries between 1979–2006. Panel unit-root tests, heterogeneous panel cointegration tests and panel causality techniques are all employed and the conclusion is that there is fairly evidence favoring the hypothesis of a long-run equilibrium relationship between real GDP and insurance market activities. The non-life insurance market has a greater impact on the real GDP than the activities of the life insurance market. The causality test of the dynamic panel-based error correction model indicates long-run and short-run bidirectional causality.

Pei-Fen, Chin-Chiang, Chun-Ping, and Lee (2011) investigate the effect of life insurance (using penetration and density measure) on economic growth and what conditions affect the insurance-growth nexus such as economic, financial, demographic, income level, and regional conditions. The authors employ the two-step system GMM of dynamic model for 60 countries. The result shows that the development of the life insurance market has a positive effect on economic growth. The conditional variables of middle-income countries, sub-Saharan Africa, savings, the real interest rate, social security, the stock market turnover ratio, and the young dependency ratio alleviated the positive impacts of the development of the life insurance market on growth. By contrast, the conditional variables of low-income countries and Latin America strengthen the positive impact of life insurance market on growth. Horng, Chang, and Wu (2012) carried out the relationship among insurance, financial development, and economic growth for Taiwan. The paper found economic growth to granger cause insurance demand and financial development to granger cause economic growth both in the short run.

Zouhaier (2014) examines the relationship between the insurance business and the economic growth of 23 OECD countries over the period 1990–2011, using a static panel data model. The key findings emerged from the empirical analysis show a positive impact of non-life insurance, as measured by the penetration rate on economic growth and a negative effect exerted by the total insurance and non-life insurance, as measured by the density on economic growth.

In Nigeria, Mojekwu et al. (2011) examined the impact of insurance contributions on economic growth in Nigeria over a 27-year period, between 1981 and 2008 using a dynamic factor model. The proposed technique describes a number of methods designed to analyze a functional but unobservable random quantities called factors. The factor loadings indicate which common trend is related to which set of time series. The result obtained shows a positive relationship between insurance contribution, measured the volume of premium and economic growth in Nigeria.

In addition, Akinlo (2012) examines the effects of insurance on economic growth in Nigeria during the period of 1986 to 2010. The structure, growth of insurance subsectors, and the direction of causality between insurance and economic growth in Nigeria were addressed in the study. An error-correction model analysis and cointegration technique was adopted in the analysis. The cointegration technique shows that all the variables apart from premium are highly significant. The coefficient of premium was significant at 10%. The findings of the study indicate insurance measured as premium, has a positive significant influence on economic growth, and that there is a long-run relationship between insurance and economic growth in Nigeria.
Omoke (2012) makes use of insurance density (premium per capita) as a measure for insurance market activity and real GDP for economic growth in Nigeria between 1970 and 2008. The study also employs control variables such as inflation and savings rates as other determinants of growth. The Johansen cointegration and vector error correction approach were used to estimate the relationship among the variables. The finding of the study is that insurance does not reveal any positive and significant effect on economic growth in Nigeria within the period of study. The result shows low-insurance market activity and development in Nigeria. In their paper, Eze and Okoye (2013) use cointegration test and error correction model to examine the impact of insurance practice on the growth of Nigerian economy. Insurance premium capital, total insurance investment, and insurance sector development are used as measures of insurance development. The paper concludes that there is a significant positive effect of insurance practice on the growth of Nigerian economy.

Yinusa and Akinlo (2013) analyzed both the long- and short-run relationships between insurance development and economic growth in Nigeria over the period 1986–2010. Using error correction model (ECM), the study finds that insurance development is cointegrated with economic growth in Nigeria. There is a long-run relationship between insurance development and economic growth in Nigeria. The results also show that physical capital and interest rate both at contemporary and one lagged value have significant positive effect on economic growth in Nigeria, while physical capital and inflation have negative long run relationships with economic growth. The results generally indicate statistically significant contribution of insurance to economic growth in Nigeria.

Alhassan and Fiador (2014) examined long-run causal relationship between insurance penetration and economic growth for Ghana during the period of 1990–2010. The authors used autoregressive distributed lag (ARDL) bounds approach to cointegration by Pesaran, Shin, and Smith (1996, 2001). The study found a long-run positive relationship between insurance penetration and growth. A unidirectional causality was found from aggregate insurance penetration to growth on one hand and life and non-life insurance penetration to growth on the other hand.

A panel study by Akinlo and Apanisile (2014) examined the relationship between insurance and economic growth in sub-Saharan Africa over the period 1986–2011. Pooled OLS, Fixed Effect Model, and Generalized Method of Moment Panel Model were employed in the estimation. The estimations of the dynamic panel data results show that insurance has positive and significant impact on economic growth in sub-Saharan Africa. This shows that premium contributes to economic growth in sub-Saharan Africa which means that a well-developed insurance sector is necessary for the economic development, as it provides long-term investments for economic growth and simultaneously strengthening risk-taking abilities.

Recently, Olayungbo (2015) investigated the asymmetric non-linear relationship between insurance and economic growth in Nigeria from 1976 to 2010. The conclusion is that asymmetric effect is present in Nigeria’s insurance market. Also, unidirectional causality runs from positive GDP growth to negative insurance premium growth. In addition, the robustness results, using variance decomposition and impulse response with control variables, show that low insurance promotes high growth in Nigeria. The impulse responses also show the presence of an asymmetric relationship between low insurance and high growth in Nigeria. In conclusion, from the insurance-growth literature, it is clear that studies on African countries are scarce. To the best of our knowledge, no known study has employed time-varying parameter VAR in the analysis of the relationship between insurance demand and growth. Our paper, therefore, fills this gap in the insurance-growth literature.

4. Theoretical framework and model
The neoclassical growth theory of Solow (1956) is adopted in this paper. It assumes a one-sector production technology in which output is a homogeneous good that can be consumed or invested. Here, the economy is closed. In a closed economy with no public spending, all output is devoted to consumption or investment by households i.e. \( Y(t) = C(t) + I(t) \). By subtracting \( C(t) \) from both sides gives the amount saved as \( S(t) = Y(t) - C(t) \), equals the amount invested, \( I(t) \). Given that saving must
equal investment, \( S(t) = I(t) \), it follows that the saving rate equals the investment rate. In other words, the saving rate of a closed economy represents the fraction of the GDP that an economy devotes to investment. The Cobb–Douglas production function that provides a reasonable description of the actual economies can be represented as:

\[
Y_t = K_t^\alpha (A_t L_t)^{1-\alpha} \quad 0 < \alpha < 1
\]

The Cobb–Douglas production function can be written in intensive form to derive output (GDP) per capita as:

\[
y_t = A_t k_t^\alpha
\]

From Equation (2), the steady state equation is:

\[
k^* = \left( \frac{s}{g_A + g_L + \delta} \right)^\frac{1}{1-\alpha}
\]

Substituting Equations (3) into (2) gives:

\[
\ln y_t = \ln A_0 + g_A \frac{\alpha}{1-\alpha} \ln s_t - \frac{\alpha}{1-\alpha} \ln (g_A + g_L + \delta) + \epsilon_t
\]

Where \( \ln y_t \) is the growth of GDP per capita, \( \ln A_0 + g_A \) is the growth of technology and other factors such as natural resources, climate, and institutions, \( \ln s_t \) is the saving rate, which is the saving rate proxy by insurance penetration. In Africa, the premiums collected by the insurance companies are invested as saving in the capital markets or banks and other interest-bearing assets depending on the contractual term. These savings are then made available as loans to investors for investment purposes into machines, tools, and other investment purposes which are translated to economic growth. Insurance premium does not contribute to the GDP directly but through the productive capacity it provides to investors in form of loan to them. \( \ln (g_A + g_L + \delta) \) are the growth of technology, population growth (proxy by percentage of urban population to total population), and depreciation, while \( \epsilon_t \) represent country-specific shock (Favero, 2000). Equations (4) can be written in econometric term as:

\[
\ln y_t = \beta_0 + \beta_1 \ln s_t + \beta_2 \ln (g_A + g_L + \delta) + \epsilon_t
\]

Where parameter \( \beta_0 \) captures the term \( \ln A_0 + g_A \), \( \beta_1 \) is \( \frac{\alpha}{1-\alpha} \) and \( \beta_2 \) represents \( -\frac{\alpha}{1-\alpha} \). According to Mankiw, Romer, and Weil (1992), \( (g_A + \delta) \) is not directly observable, as a result, we are left with population, \( \ln g_L \).

### 4.1. Data source and variable measurement

Our paper uses annual secondary data for the period of 1970–2013. The annual data on insurance penetration for both life and non-life insurance demand are sourced from Swiss Re Sigma Database (2014) based on common data availability for the sample African countries. The data on Gross Domestic Product (GDP) per capita and urban population growth are sourced from World Development Indicator (2014). The urban population is measured as a percentage of the total population of each selected African countries. The urban population growth is used because in Africa, insurance penetration is better measured in the urban areas because there is virtually no insurance market in the rural areas. The percentage of urban population to the total population is to account for the proportion of the urban population to total population that has access to insurance across the selected countries. The real GDP per capita is measured in US dollar by dividing the monetary value of goods and services produced in each country by its population using 2005 as the base year. The real GDP per capita is used to account for the standard of living of each African country. Insurance penetration is a measure of insurance demand on both life (long-term) and non-life (General) insurance premium. It is obtained by the ratio of direct premium written to nominal Gross Domestic Product (GDP) expressed in percentage. It indicates how much each inhabitant of a country spends on
average on insurance. Penetration measures insurance consumption relative to the size of the economy by adjusting for income. It should be noted that as insurance premium increases and income is unchanged, insurance penetration would reduce. The response of insurance penetration to increase in premium equally depends on the type of insurance, as some types of insurance are mandatory. For instance, motor vehicle insurance is compulsory for vehicle owners and increase in the premium may not reduce its purchase.

4.1.1. Descriptive statistics of the eight African countries
The descriptive statistics of the eight African countries are presented in Tables 1–8. It is shown that the values of the mean and median are close. The closeness suggests that the distribution is nearly symmetrical. The presence of symmetry indicates the existence of low variability and normal distribution. The values of the skewness, kurtosis, and the standard deviation being close to zero also provide information about the symmetrical nature of the distribution of our data. The Jarque–Bera, as a goodness of fit, also shows that the skewness and kurtosis are matching the normal distribution in most of the data. All these descriptive parameters imply smooth distribution of our data. Only the GDP per capita and the urban population variable are in logarithmic form.

4.2. Time-Varying Parameter Vector Auto regression Model (TVP-VAR)
The application of TVP-VAR, over the constant parameter VAR, stems from the idea that policies such as recapitalization and consolidation have been implemented in the sample countries at different times. Therefore, if economic policies vary over time, then it should have potential effects on these economies. Many prior studies such as (Canova, 1993), (Sims, 1993), (Stock & Watson, 1996), (Cogley & Sargent, 2003), (Primiceri, 2005 for the US), (Benati & Mumtaz, 2005 for the UK) (Canova & Gambetti, 2009), (Canova & Ciccarelli, 2009), (Koop, Leon-Gonzalez, & Strachan, 2009), and (Nakajima, 2011 for the Japanese economy) are well developed literature on modeling and estimating time-varying VAR in multivariate linear structure. In 2008, in a more general term, many economies also went into recession and many of the associated policy discussions suggest that the parameters in VARs may be changing again (Koop & Korobilis, 2010). The basic structural TVP-VAR can be written as:

\[ Ay_t = F_0 + F_1y_{t-1} + F_2y_{t-2} + \ldots + F_my_{t-m} + u_t \quad \text{where} \quad t = 1, 2, \ldots, T \]

Table 1. Descriptive statistics for Algeria

<table>
<thead>
<tr>
<th></th>
<th>GDP per Capita</th>
<th>Urban Population</th>
<th>Insured Premium</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>7.854474</td>
<td>3.975326</td>
<td>0.884773</td>
</tr>
<tr>
<td>Median</td>
<td>7.854930</td>
<td>3.975132</td>
<td>0.760000</td>
</tr>
<tr>
<td>Maximum</td>
<td>8.083585</td>
<td>4.311430</td>
<td>1.370000</td>
</tr>
<tr>
<td>Minimum</td>
<td>7.420238</td>
<td>3.676301</td>
<td>0.470000</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>0.142946</td>
<td>0.205667</td>
<td>0.304153</td>
</tr>
<tr>
<td>Skewness</td>
<td>-0.550534</td>
<td>0.054821</td>
<td>0.252569</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>3.545857</td>
<td>1.714617</td>
<td>1.666707</td>
</tr>
<tr>
<td>Jarque-Bera</td>
<td>2.768902</td>
<td>3.051089</td>
<td>4.777946</td>
</tr>
<tr>
<td>Observations</td>
<td>44</td>
<td>44</td>
<td>44</td>
</tr>
</tbody>
</table>
Equation (6) can further be expressed as:

\[
Y_t = B_0 + B_1 y_{t-1} + B_2 y_{t-2} + \ldots + B_{p,t} y_{t-p} + A_t^{-1} \Sigma \varepsilon_t
\]

Where

\[
B_{p,t} = A_t^{-1} F_{p,t}
\]

(7)

In reduced forms, the Equation (7) can be written as Equations (8) and (9):

\[
\Sigma = \begin{pmatrix}
\sigma_{11,t} & 0 & \ldots & 0 \\
0 & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \ldots & 0 & \sigma_{11,t}
\end{pmatrix}
\quad \text{and} \quad
A = \begin{pmatrix}
1 & 0 & \ldots & 0 \\
\sigma_{21,t} & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
\sigma_{k1,t} & \ldots & \sigma_{k,k-1} & 1
\end{pmatrix}
\]
The coefficient $\beta_t$, the parameter $\alpha_t$ and $\Sigma_t$ are all time-varying with stochastic volatility, $h_t = \log \sigma_t^2$. Following Primiceri (2005) and Nakajima (2011), the coefficients and the parameters follow a random walk process as:

$$y_t = \beta_t X_t + A^{-1}_t \Sigma \epsilon_t$$

(9)

The coefficient $\beta_t$, the parameter $\alpha_t$ and $\Sigma_t$ are all time-varying with stochastic volatility, $h_t = \log \sigma_t^2$. Following Primiceri (2005) and Nakajima (2011), the coefficients and the parameters follow a random walk process as:

$$\beta_t = \beta_{t-1} + u_{\beta t} \quad t = 0, \ldots, T - 1$$

(10)

$$\alpha_t = \alpha_{t-1} + u_{\alpha t} \quad t = 0, \ldots, T - 1$$

(11)

$$h_t = h_{t-1} + u_{h t} \quad t = 0, \ldots, T - 1$$

(12)

Where $u_{\beta t}, u_{\alpha t}$ and $u_{h t}$ are i.i.d and jointly normally distributed with the variance and co-variance matrix as:

$$
\begin{pmatrix}
\epsilon_t \\
u_{\beta t} \\
u_{\alpha t} \\
u_{h t}
\end{pmatrix}
\sim N
\begin{pmatrix}
I & 0 & 0 & 0 \\
0 & \Sigma_{\beta} & 0 & 0 \\
0 & 0 & \Sigma_{\alpha} & 0 \\
0 & 0 & 0 & \Sigma_{h}
\end{pmatrix}
$$

(13)
From the model in Equation (5), \[ \ln y_t = \beta_0 + \beta_1 \ln s_t + \beta_2 \ln g_t + \varepsilon_t, \] the vector ordering of our variables are: \[ y = [\ln\text{urbanpop}, \ln\text{inspen}, \ln\text{GDPpercap}]'. \]

where \( \ln y_t \) is \( \ln\text{GDPpercap} \), \( \ln s_t \) is \( \ln\text{inspen} \) while \( \ln g_t \) is \( \ln\text{urbanpop} \). Given our vector variables in Equation (14), the structural identification model of 3 by 3 variable case is specified as:

\[
A_t = \begin{bmatrix} 1 & 0 & 0 \\ a_{21} & 1 & 0 \\ a_{31} & a_{32} & 1 \end{bmatrix} = \Sigma \varepsilon_t = \begin{bmatrix} \ln\text{urbanpop} \\ \ln\text{inspen} \\ \ln\text{GDPpercap} \end{bmatrix} \]

where \( \ln\text{urbanpop} \), \( \ln\text{inspen} \) and \( \ln\text{GDPpercap} \) are percentage log of urban population to total population, log of insurance penetration and log of per capita GDP with matrix \( A \) being a lower matrix. The variable vectors in Equation (14) are used in the estimation of the Bayesian TVP-VAR model separately for each of the eight African countries.

### 4.2.1. Bayesian inference

The treatment of the hyper parameters i.e. the unobservable states, \( \beta \), \( \alpha \) and \( \Sigma \) as time-varying and random variables necessitates the use of Bayesian method of estimation (Koop, 2003 and Geweke, 2005). In Bayesian inference, the posterior distribution is proportional to the likelihood function times the prior distribution. The posterior distribution computed by Baye's theorem in continuous form can be written as:
\[
\pi(\theta|y) = \frac{f(y|\theta)\pi(\theta)}{\int f(y|\theta)\pi(\theta)d\theta}
\] (16)

The prior density \(\pi(\theta)\) represents our beliefs about \(\theta\) prior to having the data \(y\). \(f(y|\theta)\) denotes the likelihood function. The posterior distribution can further be stated in proportionality form as:

\[
\pi(\theta|y) \propto f(y|\theta)\pi(\theta)
\] (17)

Given the hyper parameters to be estimated, the posterior distribution\(^4\) is:

\[
\pi(\theta, \beta, \alpha, h|y) \propto f(y|\theta, \beta, \alpha, h)\pi(\theta)
\] (18)

Where \(\theta = \Sigma, \Sigma_a, \Sigma_n\), and the likelihood is:

\[
f(y|\theta, \beta, \alpha, h) = \exp[-\frac{1}{2\sigma^2}(y - x\beta)'(\sigma^2 I)^{-1}(y - x\beta)]
\] (19)

\[
\pi(\theta|\Sigma, \Sigma_a, \Sigma_n) = \exp[-\frac{k}{2\sigma^2}(\beta_{\theta} - \beta_{\theta-1})'\Sigma^{-1}(\beta_{\theta} - \beta_{\theta-1})]
\] (20)

\[
\pi(\theta, \beta, \alpha, h|y) \propto \exp[-\frac{1}{2\sigma^2}(y - x\beta)'(\sigma^2 I)^{-1}(y - x\beta)], \exp[-\frac{k}{2\sigma^2}(\beta_{\theta} - \beta_{\theta-1})'\Sigma^{-1}(\beta_{\theta} - \beta_{\theta-1})]
\] (21)

Given the likelihood function and the prior distributions, we estimate the posterior distribution using the Markov Chain Monte Carlo (MCMC) sampling methods. The MCMC allows the function of the parameters such as the impulse response function and posterior means to be estimated. We draw samples from the posterior distribution, \(\pi(\theta, \beta, \alpha, h|y)\) given \(f(y|\theta, \beta, \alpha, h)\) and \(\pi(\theta|\Sigma, \Sigma_a, \Sigma_n)\) using the MCMC algorithm presented in the Appendix 1.

### 4.2.2. Choice of priors and calibrations

In choosing our priors, we also follow Nakajima (2011). Flat priors are set for the initial state from the standpoint that we have no information about the initial state a priori. The inverse gamma distributions, a family of two parameters, are used as priors alongside of the variance of the normal distribution to ensure precision.\(^6\) In Bayesian statistics, the inverse gamma distribution serves as the conjugate prior of the variance of a normal distribution Nakajima (2011). The prior choices are summarized as follows:

\[
(\Sigma_p^{-1})^{h_i} \sim \text{Gamma}(40, 0.02), (\Sigma_a^{-1})^{h_i} \sim \text{Gamma}(4, 0.02) \text{and } (\Sigma_n^{-1})^{h_i} \sim \text{Gamma}(4, 0.02)
\] (22)

For the initial state of the time-varying parameters, flat priors are set; \(\beta_0 = \alpha_0 = h_0 = 0\) and \(\Sigma_{\theta_0} = \Sigma_{\alpha_0} = \Sigma_{\nu} = 10 \times I\), Nakajima (2011).

### 5. Empirical results

After ensuring the stationarity of our variables and determining the optimal lag length\(^7\) based on Akaike Information Criterion (AIC), Bayesian Information Criterion (BIC), Schwartz Criterion and Hannan–Quinn Criterion (HQC), we follow Nakajima (2011)\(^8\) by generating 10,000 draws from the posterior, and after which the initial 1,000 samples are discarded as burn-in. We present the impulse responses of the relationships between insurance demand and economic growth for each country from Figure 2-9\(^9\) as follows.

#### 5.1. Discussion of results

The dynamic relationship between insurance demand and economic growth, using insurance penetration as a measure of insurance demand shows that positive relationship only exists in Egypt throughout the period of study in Figure 2. The positive effects of insurance to GDP in Egypt are
around 0.05% over the sample period. However, short-run negative and long-run positive relationships are found for Kenya, Mauritius, and South Africa, while negative response of GDP to insurance demand are found for Algeria, Nigeria, Tunisia, and Zimbabwe. The short-run negative and long-run positive effects for Kenya range from -0.01% to 0.01% over the sample period. For Mauritius, the dynamic effects are higher as they range between -0.05% and 0.05%. For South Africa, the dynamic effects range from -0.02% to 0.05%. The negative responses of GDP to insurance demand in Algeria are around -0.01%, the negative responses are bigger in Nigeria and Tunisia with -0.05% while the responses are between -0.02 and -0.03 in Zimbabwe. The small and negative effects of GDP to insurance demand in these countries can be attributable to low level of insurance penetration in these countries.

The average steady economic growth of 4.0% in Egypt might be the explanation of the positive response of GDP to insurance development in the country. The positive result is reasonable for South Africa being the country with the highest insurance penetration in Africa (see Figure 1). Mauritius also has been ranked first in sub-Saharan Africa in terms of ease of doing business World Bank’s Doing Business Survey and being the fastest and most dynamic growing economy in the region. Mauritius is also second in terms of insurance penetration among the sample countries (see Figure 1). These factors, coupled with moderate insurance penetration, might have been responsible for the positive response of GDP to insurance in the long run in this country. In Kenya, insurance penetration is moderate compared to other African countries like Tunisia, Nigeria, and Algeria. The perception of Kenya as the financial hub in the Eastern and Central Africa by foreigners might have increased her insurance penetration from 0.10% to 2.8% by 2010. This might have led to the long-run positive effects of insurance on growth in this country in Figure 4. For Algeria, with negative effects of insurance demand on growth in Figure 2, the low growth rate of 2.6% in Algeria in the past six years (African Economic Outlook, 2009) coupled with low-insurance penetration, might be responsible for the long-run negative effects on growth. Negative effects are also found in Nigeria, Tunisia, and Zimbabwe in Figure 6, 7, and 9 respectively. Although, insurance premium is growing in Nigeria, however, insurance penetration has been very low. Nigeria has the lowest insurance penetration in the sample country. The low-insurance penetration in Nigeria confirms the same conclusion by Omoke (2012) that found low-insurance effects on economic growth in Nigeria. In Tunisia and Algeria, government control and ownership of insurance companies and non-liberalization of the insurance sector could be the likely reasons for the negative effects of insurance on growth in these two countries. Lastly, existence of high-inflationary pressure, which erodes purchasing power, could also be the likely reason for the negative effect of insurance demand in Zimbabwe. High inflation rates reduce the real income of the people which may then reduce their insurance purchase and hence its negative effects on growth. In summary, the relationship between insurance demand and economic growth using insurance penetration which accounts for income changes is positive for

![Figure 2. Impulse responses for Algeria.](image-url)
Figure 3. Impulse responses for Egypt.

Figure 4. Impulse responses for Kenya.

Figure 5. Impulse responses for Mauritius.
Figure 6. Impulse responses for Nigeria.

Figure 7. Impulse responses for South Africa.

Figure 8. Impulse responses for Tunisia.
6. Conclusion and policy implications

Prior studies have employed either bank or stock variables in the analysis of the relationship between finance and growth in developed and developing countries neglecting insurance. From the trend analysis, we can infer that insurance density and insurance penetration are still relatively low in the sample countries except for South Africa. In overall, insurance demand promotes growth in Egypt, Kenya, Mauritius, and South Africa while insurance demand has negative effects for growth in Nigeria, Tunisia, and Zimbabwe. Consequence upon our results, we recommend that given the relatively low-insurance culture and development in most of the sample countries, efforts and policies should be geared towards the awareness and education on the benefits of insurance demand. Secondly, financial reforms and insurance policies such as recapitalization and consolidation policies that can sustain and deepen insurance market should be pursued by the government and the insurance regulatory authorities of these countries. This is important especially for African countries that are characterized by government ownership of insurance companies and opposed to liberalization reforms. Lastly, compulsory insurance demand scheme can be implemented for private, government workers, and all vehicle owners in these countries.

However, this paper is not without limitation. There is therefore the need for expansion of the scope of study to cover the supply side of the insurance market and the segmentation within the overall insurance market. In the future, General Equilibrium Models such as Computable General Equilibrium (CGE) model or Dynamic Stochastic Generalized Equilibrium (DSGE) model that can capture the two sides of the market may be explored.
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1. Geweke diagnostic, inefficiency factors, sample autocorrelation, mean, standard deviations, and interval estimates are common parameters in Bayesian TVP-VAR to measure the unbiasedness, independence of draws and ultimately the efficiency of results. See, Carter and Kohn (1994), Cogley and Sargent (2003), Primiceri (2005), and Nakajima, 2011 for details and similar models.
7. In the time-varying VAR analysis, lag length of 2 using the Schwartz Criterion (SC) was found to be optimal and used for the eight African countries.
8. The Matlab codes developed by Nakajima, 2011 was used in the analysis. It is available upon request.
9. Geweke diagnostic and inefficiency factor of each the eight selected African countries are not presented due to space constraints. They are all available upon request.
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Appendix 1

1. Algorithm of the Markov Chain Monte Carlo simulation.

Given the likelihood and the prior distributions, we estimate the posterior distribution using the Markov Chain Monte Carlo (MCMC) sampling methods. We draw samples from the posterior distribution \( p(\theta, \beta, \alpha, h | y) \), by the following MCMC algorithm:

i. Initialize \( \beta, \alpha, h, \) and \( \theta \).

ii. Sample \( \beta | \alpha, h, y \).

iii. Sample \( \Sigma_{\alpha} | \beta \).

iv. Sample \( \alpha | \beta, h, y \).

v. Sample \( \Sigma_{\beta} | \alpha \).

vi. Sample \( h | \beta, \alpha, y \).

vi. Sample \( h | \beta, \alpha, y \).
vii. Sample $\Sigma_h | h$.

viii. Go to 2.

Step i–viii are undergone recursively to generate $\{\beta, \alpha, h, \Sigma_x, \Sigma_{\alpha}, \Sigma_h, \text{and } y\}$ in the TVP regression model, see (Nakajima, 2011 and Primiceri, 2005)