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A test of wagner’s hypothesis for the ghanaiian economy

Abstract
The economy of Ghana profiles a trajectory of increasing government expenditure at the backdrop of an inconsistent growth in real GDP. This study explores the causal relationship between real economic growth and real government expenditure in Ghana between the period 1960 to 2017. The Johansen (1991, 1995) cointegration method, the Autoregressive Distributed Lag bounds test approach and the Toda-Yamamoto non-Granger causality test are employed in this study. The findings are that the variables are cointegrated, and there is no Granger causality from real economic growth and real government expenditure. In effect, the causality shows that the Wagner’s hypothesis does not hold in the case of the Ghanaian economy and that the Keynesian theoretical standpoint that public expenditure is an exogenous factor is not deflated in this case.
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1. Introduction

Since the introduction of Wagner’s law in 1890, the causal relationship between economic growth and government spending has been a point of contention for economists around the globe. Wagner’s law posits that during the period of industrial revolution, the share of public expenditure in total expenditure increases as real income per capita of the nation increases. Thus, “it is economic progress or development that elicits the expansion in the relative size of the public sector” (Wagner, 1977). Therefore, according to Paparas et al. (2019) this theory centrally states that “causality runs from economic growth to government spending”. Wagner’s hypothesis has been tested empirically for various countries on the globe using both time series data and cross-sectional data set. Empirical tests of this law have yielded results that differ considerably from country to country, even with the same country from model to model. There are mainly two schools of thought that try to clarify the correlation between national income and government spending.

The first school of thought is the classical view which supports Wagner’s law. It states that in the long run economic growth causes government expenditure. This school of thought views public expenditures as an endogenous factor or as an outcome but not a cause of growth in national income. This means that as real income surges up there is a long run propensity for the share of public expenditure to rise relative to national income. In short, Wagner’s law states that public expenditure rises faster than national output. This implies that as national income increases, the size of government expenditure also increases to meet the increased social, administrative and protective function of the state. This point of view theoretically suggests that larger government expenditure is likely to be detrimental to economic growth. This is due to the fact that government operations are sometimes performed inefficiently. A
typical instance is investments embarked on by greatly subsidised and inefficient state-owned enterprises in agriculture, manufacturing, energy, banking and financial service has more often reduced the possibilities for private investment and long-run economic growth.

The second school of thought is the Keynesian whose view is the direct opposite of the Wagner’s law. The Keynesian economists see causal relationship running from government expenditure to economic growth. Thus, the Keynesians see public expenditure as an exogenous factor, which could be used as a policy instrument to influence growth. According to this theory, government has a major role to play in the process of accelerating economic development and for these, an increased government size is likely to have an impact on long-run economic growth. They argue that government has a crucial role to play in harmonizing the conflict between private and social interest and providing a socially optimum direction for growth and development. Again, in highly monopolized countries where there are lack of fully established markets of capital, insurance and information, public sector expenditure can make factor and product markets work more proficiently and create significant spill over effects for the private sector.

Owing to the strong implications of government expenditures on economic growth, many empirical researches have been conducted on this topic albeit with mixed conclusions. Even though most literature on developed countries like Al-faris (2002), Narayan et al. (2008), Fargher et al. (2012) among others lent strong support for Wagner’s law whiles others like Ghali (1999) and Ravn et al. (2012) and others showed a negative evidence for Wagner’s law. Their findings however supported the Keynesians hypothesis that government expenditure Granger causes increase in national income. Also, an extensive research on Wagner’s law for developing countries yielded mixed results. Ansari et al. (1997), Attari and Javed (2013), and Hamdi and Sbia (2013) showed a strong relationship between economic growth and government spending, however, Huang (2006), Nakibullati and Islam (2007) and
Babatunde (2011) had reverse conclusions. One of the key reasons for these contradictory findings is methodological variations, including but not limited to model specifications and estimating procedures.

Empirical results continue to support opposing opinions on this hotly debated issue across time. Ghana’s economic growth parallels growing public expenditure which oftentimes spark a lot of discussions as to the implications on the nation’s economic growth. As of 1960, Ghana’s GDP growth stood at (3.3%) in 1990 and rose marginally to 3.7% in 2000, 7.9% in 2010 in real terms. However, the public expenditure is mainly financed by debt financing, largely from borrowing especially on the international market. The general final government expenditure as a percentage of GDP reveals a continuous increase profiling a trajectory of ratio (11.16%) in 1980, 9.3% as of 1990, 10.17 % 2000, 10.36 % as of 2010 and 19.16% as of 2015 (World Bank, 2016). Moreover, since much of the public expenditure is financed through borrowing, there has been an astronomical growth in Ghana’s external debt to GNI ratio skyrocketing from 31.59% as of 1960 to 56.29% as of 2015\(^1\) (World Bank, 2016).

In 2017, the new Government raised a bond of US $2.5bn in less than four months in office. ‘Ghana raised its target for the sale of Eurobonds to as much as $2.5 billion, of which the country wants to use more than half to pay existing debt, said Finance Minister Ken Ofori-Atta’ (myjoyonline.com, 2017, pp 1).

This development again has generated a lot of passionate debate on the implications for economic growth. However, it is more important that the debate on this topic be premised on scientific evidence regarding the implications of government spending on the Ghanaian economy.

\(^1\) http://ghana.opendataforafrica.org/qhvrvi/external-debt-by-country-data-and-charts?country=Ghana
Therefore, this paper explores empirically the causal relationship between government expenditure and economic growth in Ghana. Given the scarce literature on Ghana concerning this topic, this study partly fills the research vacuum by employing a more recent, though longer, data set and a more robust model. Summarising the main results.

The structure of the remaining paper is organised such that section two explores the literature review; and section three essentially focuses on data and methodological techniques used in the study. Section four discusses the empirical findings, and section five presents the conclusions with policy recommendations.

2. Literature Review

Economists around the world have dissenting views on Wagner’s hypothesis that an increase in economic growth influences government expenditure (Keynesians). Since the early 1990s, economists have devoted a lot of research work to testing Wagner’s law (an increase in economic growth will lead to an increase in government expenditure) for various countries around the globe making it impossible to review all of them. With data from 1986-2008, Narayan, Rath and Narayan (2012) applied panel unit-root, panel cointegration and panel Granger causality analysis to examine the applicability of Wagner’s law for 15 Indian states. Their findings proved that for the period studied, there is a strong evidence of Wagner’s law in the 15 Indian states. This evidence was caused by consumption expenditure rather than capital expenditure. Also, Narayan, Nielsen and Smyth (2008) studied how Wagner’s law applies to Chinese provinces. They applied a panel unit root, panel cointegration and Granger causality approach and found mixed evidence in support for Wagner’s law for China’s Central and Western provinces but no support for the full panel of provinces or for the panel of China’s eastern provinces.
Again, Al-Faris (2002) used data from 1970-1997, and applied multivariate Cointegration method to examine the impact of public expenditure on economic growth in the Gulf Cooperation Council countries. He established from the studies that national income is a predictive factor of the expanding role of government and not the vice versa. This revelation was heightened by the research of Ansari, Gordon and Akuamoah (1997) which proved that the hypothesis of public expenditure causing national income does not hold for the countries for the period studied. They used Granger and Holmes-Hutton statistical procedures in their analysis of Wagner’s law for three African countries: Ghana, Kenya and South Africa. In a similar study, Narayan, Prasad and Singh (2008), applied Johansen (1988) test for cointegration on a data from 1970 to 2002. They found a one cointegration relationship between national output and government expenditure. Thus, they established that in the long run national income Granger causes government expenditure as proposed by Wagner’s hypothesis. Based on Cointegration and error correction modelling technique, Chang (2002) also used data from 1951-1996 to study Wagner’s law for six countries (Japan, USA, UK, South Korea, Taiwan and Thailand). His findings showed that with the exception of Thailand, there is a long-run relationship between income and government spending for the countries studied. Also, with the exception of Thailand, there was evidence of Wagner’s law in the countries selected for the studies.

Attari and Javed (2013) also applied Augmented Dickey fuller Unit Root test, Autoregressive Regressive Distributed Lag Model (ARDL), Johansen cointegration and Granger-causality test and data from 1980 to 2010 to investigate the relation between government spending, inflation and economic growth for Pakistan. They concluded that there is a long run relationship between inflation rate, economic growth and government expenditure. The causality test also shows that there is a unidirectional causality between rate of inflation, economic growth and government expenditure. A study conducted by Kumar, Webber and
Fargher (2012) on Wagner’s law for New Zealand with data over the period of 1960 to 2007 showed that output measures Granger causes the share of government expenditure in the long run hence supporting Wagner’s law. They made use of ARDL model in their analysis. Notwithstanding the above findings, Keynesians Economists also believe that public expenditure could be used as a policy instrument to influence economic growth. Thus, Keynesians view economic growth as an endogenous factor of an economic development. In this accord, Babatunde (2011) utilized data covering between 1970 and 2006 and bound test approach proposed by Pesaran et al (2001) based on unrestricted error correction model and Toda and Yamamoto’s (1995) Granger non-causality tests to analyse Wagner’s law for Nigeria. His findings indicate that as the bound test showed the existence of no long run relationship between size of government and the growth rate for the economy of Nigeria, Toda and Yamamoto’s non-causality showed that Wagner’s law does not hold for Nigeria for the period tested. Ghali (1999), through the application of multivariate cointegration technique analysed the dynamic interactions between government size and economic growth for 10 OECD countries. The outcome of the study shows that government size Granger causes growth in all the countries with some disparities in the proportion by which government size contributes to economic growth rate. Ravn, Schmitt-grohe and Uribe (2012) used panel structural VAR analysis and quarterly data from four industrialized countries to study consumption, real exchange rate and government spending, they proved that an increase in government expenditure increases output and private consumption worsens the trade balance and depreciates the real exchange rate.

Also, multivariate cointegrated analysis and Error correction model with data from 1960 to 2010 were used by Hamdi and Sbia (2013) to study the relationship between oil revenue, government spending and economic growth for the Kingdom of Bahrain. Their findings indicate that there is a long run relationship among the variables. Nakibullah and Islam
(2007) employed equilibrium approach to fiscal policy and data from 1977 to 2002 to study the impact of government spending on non-oil GDP of Bahrain within a two country framework. According to their result, the positive multiplier effect of permanent domestic government spending is highly neutralized by the impact of USA government spending on non-oil GDP of Bahrain. Bounds Test based on unrestricted Error correction model (UECM) estimation (Persaran et al (2001) and data from 1979 to 2002 was utilized by Huang (2006) to analysed Wagner’s law for China and Taiwan. His results from the test indicate that there is no long run relationship between government spending and output in China and Taiwan. Likewise, Toda and Yamamoto’s (1995) Granger non-causality test results illustrate that Wagner’s Law does not hold for China and Taiwan over this same period.

Through the application of ARDL, Kumar et al. (2012) used data covering the period of 1960-2007 to study the validity of Wagner's law for New Zealand. Their findings proved that output measure Granger causes the share of government expenditure in the long run, thereby giving support for the existence of the Wagner's law in New Zealand. Iniguez-Montiel (2010) applied time series analysis and Granger causality test to error correction model on data covering the period between 1950-1999 to explore the validity of Wagner's law and Keynesian hypothesis in Mexico. The findings of the examination showed that there is a unidirectional causality running from GDP to government expenditure hence establishing the existence of Wagner's law in Mexico at least for the period studied. The validity of Wagner's law for South Africa was analysed by Menyah and Worlde-Rufael (2012). They used cointegration and causality test with data from 1950 to 2007 and gave evidence with their results that causality run from income to government expenditure, thus supporting the existence of Wagner's law in South Africa. Lyare and Lorde (2004) applied the two step Engle and Granger (1987) cointegration and error correction procedures and the Granger (1969) causality procedure on aggregate time series data on nine Caribbean countries. Their
results indicate that with the exception of Grenada, Guyana and Jamaica, there exist no long run relationship between income and government expenditure. While the direction of the causality runs from income to government expenditure for Guyana, it is the opposite for the other two countries. They also had mixed results in the short run but the predominant causal relationship appears to run from income to government expenditure.


3. Data and Methodology

3.1 Data

One of the critical issues to grapple with in testing for Wagner’s law concerns the definition of ‘increasing state activity’. It is the norm in the literature to use three proxies to measure Wagner’s formulation of ‘increasing state activity’: government expenditure, government expenditure per capita and government expenditure as a share of GDP. Bird (1971), Gandhi (1971), Ram (1992), Courakis et al. (1993) and Oxley (1994) used government expenditure. The Wagner’s law holds if the coefficient on real income is positive and the elasticity of government expenditure with respect to real income exceeds unity. In effort to address any potential reverse causality between real economic growth and real government expenditure, the lagged series of the real government expenditure is employed. Moreover, a policy dummy is introduced to take care of any potential structural break in the relationship between the two economic variables. Thus, in 1983, the Government of Ghana introduced the Structural Adjustment Programme (SAP) to address the economic turmoil in which the country engulfed. The programmes included but not
limited to the devaluation of the Ghanaian currency, introducing an auction system for exchange rate determination, budget deficits reduction, domestic currency price increase for exports, relaxation of price control policies and increased incentives to the private sector (Loxley, 1990). These programmes yielded a lot of improvements including increases in per capita income, the balance of payments and reduced rates of inflation.

The data are sourced from the World Development Indicators and the Ghana Statistical Service. We use annual time series data for the period 1960 to 2017.

3.2 Unit root test

One of the key conventional steps to take in time series analysis is testing for stationarity of the variables. Thus, if the variables are non-stationary, any result based on them will be misleading (Granger and Newbold, 1974). In effect, we conducted a unit root test on the variables by employing the Augmented-Dickey-Fuller (ADF), the Philip-Perron (PP) and the Kwiatkowski–Phillips–Schmidt–Shin (KPSS) tests. It is important to note that each test has its own strength and that informs the underlying reasons for using different methods. To this end, Agiakoglu and (1992), posited that ADF is prone to under-rejecting the null hypothesis of unit root test.

3.3 Cointegration test

Variables are said to be cointegrated if there is long-run equilibrium relationship between them. In other words, if a linear combination of these non-stationary variables will make them stationary. Engle and Granger (1987) argued that a linear combination is appropriate if it leads to stationarity as any specification based on the differenced series will lead to spurious results due to loss of information. There are a number of ways to conduct Cointegration test. However, each methodology has its own strength and limitations. Traditionally, the Engle and Granger (1987) two-step cointegration technique has been
employed. However, its main drawback is the fact it can only estimate one cointegration relation therefore yielding it inappropriate for more than one cointegration relations.

Moreover, the Johansen (1991, 1995) cointegration approach is comparatively more suitable to handle more than one cointegration relation. It is also beset with its own deficiency. Thus, the variables under consideration must be of the same order of integration. Furthermore, relative to the Johansen (1991, 1995) approach, the ARDL is an improvement over the Johansen (1991, 1995) approach in the light of the fact that the variables do not have to be of the same order of integration. Thus, with respect to the ARDL this restricting assumption is relaxed. Furthermore, the ARDL method produces unbiased results and also suitable for small sample size comparatively (Narayan, 2005).

The ARDL specifications regarding real economic growth will therefore be expressed as follows:

\[
\Delta \ln Y_t = \varphi + \partial Policy + \alpha \ln Y_{t-1} + \beta \ln G_{t-1} + \sum_{i=1}^{n} \alpha \Delta \ln Y_{t-i} + \sum_{j=0}^{n} \beta \Delta \ln G_{t-j} + \varepsilon_t
\]

(1)

where \( Y_t \) represents the real GDP \( t \); \( Policy \) is a dummy to capture structural change which assumes a value of zero before 1983 and one from thereafter; \( \ln \) represents the natural logarithm; \( G_t \) is the lagged series of real government expenditure. Moreover, \( \Delta \) is the first difference operator, and \( \varepsilon_t \) is a white noise error term. The optimal lag order of the ARDL specification is selected grounded on the Akaike information criterion. Thus, the joint significance of the coefficients of the various lagged series is determined with reference to the standard F-statistic. The asymptotic distribution of the critical values is derived for cases in which the independent variables are either all \( I(0) \) or \( I(1) \) or are mutually cointegrated.

The null hypothesis of no cointegration between the variables is:

\[ H_0 = \alpha = \beta = 0 \]

Against the alternative hypothesis of cointegration:
Therefore, to decide whether the series are cointegrated or not, Pesaran et al. (2001) developed two sets of critical bounds for any given significance level. Narayan (2005) posited that the critical values constructed by Pesaran et al. (2001) are suitable for sample sizes of 500 and 1000 observations. Consequently, Narayan constructed critical values suitable for sample sizes beginning from 30 to 80 data points. If the F-statistic is beneath the lower critical bound, \( I(0) \), then one fails to reject the null hypothesis of no cointegration between the variables which implies that the series are not cointegrated. However, if the F-statistic is above the upper critical bound, \( I(1) \), then one rejects the null hypothesis of no cointegration and hence concludes that the series are cointegrated. Finally, if the F-statistic falls in-between the two critical bounds, the decision becomes indecisive.

### 3.4 Granger causality test

After concluding that there is a cointegration relationship between real GDP and government expenditure, Granger causality test between the two variables is conducted within the context of a Vector Error Correction (VECM). In other words, we need to augment the Granger-type causality test model with a one period lagged error correction term. This is an important step because Engle and Granger (1987) caution that if the series are integrated of order one, in the presence of cointegration, vector autoregressive estimation in first differences will be misleading. Thus, after taking into account this modification, we arrive at the following equations for Granger causality:

\[
\begin{align*}
\ln Y_t &= \alpha_0 + \partial Policy + \sum_{i=1}^{n} \gamma_i \ln Y_{t-i} + \sum_{i=1}^{n} \beta_i \ln G_{t-i} + \pi ECT_{t-1} + \epsilon_{1t} \\
\ln G_t &= \alpha_0 + \partial Policy + \sum_{i=1}^{n} \gamma_i \ln Y_{t-i} + \sum_{i=1}^{n} \beta_i \ln G_{t-i} + \pi ECT_{t-1} + \epsilon_{2t}
\end{align*}
\]
where $ECT_{t-1}$ is the lagged error-correction term derived from the long run cointegrating relationship, $\varepsilon_{1t}$ and $\varepsilon_{2t}$ are serially independent random errors with mean zero and finite covariance matrix. Unidirectional Granger-causality from the public expenditure to real GDP is established if $\beta_t \neq 0 \forall t$ in equation (2). In a similar vein, unidirectional Granger-causality from real GDP to real government expenditure is found if $\gamma_t \neq 0 \forall t$ equation (3). However, there is a bidirectional Granger causality between public expenditure and real GDP measure if it is established that $\gamma_t \neq 0 \forall t$ and $\beta_t \neq 0 \forall t$ in equations 2 and 3 respectively. Finally, there is no Granger causality between the real government expenditure and real GDP if $\lambda_{it} = 0 \forall t$ and $\beta_{it} = 0 \forall t$ in equations 2 and 3 respectively.

4. Empirical Results

4.1 Unit root tests

The unit root test results show that all the variables are cointegrated of order one. Thus, the variables are all stationary after first difference (see Table 1). However, as the t-statistics of the unit root test in first difference with constant only and constant and trend are above the critical values for all the approaches, therefore, the null hypothesis of unit root at the (1%) significance level is rejected and conclude that the variables are integrated of order one (see Table 1). The optimal lags for the unit root tests are based on the AIC.
Table 1
Unit root test

<table>
<thead>
<tr>
<th>Series</th>
<th>ADF (C)</th>
<th>ADF (C+T)</th>
<th>P-P (C)</th>
<th>P-P (C+T)</th>
<th>KPSS (C)</th>
<th>KPSS (C+T)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>t-value</td>
<td>t-value</td>
<td>t-value</td>
<td>t-value</td>
<td>t-value</td>
<td>t-value</td>
</tr>
<tr>
<td>lnY_t</td>
<td>-1.9786</td>
<td>-0.5194</td>
<td>2.6059</td>
<td>-0.0128</td>
<td>0.8658</td>
<td>0.2293</td>
</tr>
<tr>
<td>lnG_t</td>
<td>1.1195</td>
<td>-3.0238</td>
<td>0.9319</td>
<td>-28517</td>
<td>2.8662</td>
<td>0.3707</td>
</tr>
<tr>
<td>∆lnY_t</td>
<td>-4.8695a</td>
<td>-4.2224a</td>
<td>-4.8695a</td>
<td>-5.4236a</td>
<td>0.5843a</td>
<td>0.1111a</td>
</tr>
<tr>
<td>∆lnG_t</td>
<td>-6.9818a</td>
<td>-7.3569a</td>
<td>-9.0536a</td>
<td>-9.5123a</td>
<td>0.1749b</td>
<td>0.0632b</td>
</tr>
</tbody>
</table>

Note: The Mackinnon (1996) critical values for ADF test are used. Critical values with C (C+T) at the 5% significance is -2.92 (-3.4987) and at the 1% significance is -3.56 (-4.14). The critical values for KPSS with C (C+T) at the 10% significance are 0.347 (0.12); 5% significance is 0.463 (0.15) and at the 1% significance is 0.739 (0.22). a, b and c indicate significance at 1%, 5% and 10% respectively. KPSS, Kwiatkowski et al. (1992, Table 1) refers to testing the null hypothesis of stationarity against the alternative of unit root. C=constant and C+T=constant and trend. ∆ represents first difference.

4.2 Cointegration test

The result of both the Johansen (1991, 1995) and the ARDL bands test cointegration tests show that the variables are cointegrated. The trace statistics and the Max-Eigen statistics are both lower than the critical values (see Table 2) and therefore, we conclude that the variables are cointegrated. Moreover, the F-statistics of the ARDL cointegration test is higher than the upper bound critical values of I (1) = 6.987 at the 1% level of significance. Therefore, the null hypothesis of no cointegration is rejected at the 1% level of significance (see Appendix A).
Table 2
Johansen cointegration test results

Panel A

<table>
<thead>
<tr>
<th>Hypothesized no. of CE(s)</th>
<th>Trace Statistic</th>
<th>0.05 Critical Value</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>r=0</td>
<td>19.3152&lt;sup&gt;b&lt;/sup&gt;</td>
<td>15.4947</td>
<td>0.0117</td>
</tr>
<tr>
<td>r&gt;1</td>
<td>0.0019&lt;sup&gt;b&lt;/sup&gt;</td>
<td>3.8415</td>
<td>0.9615</td>
</tr>
</tbody>
</table>

Panel B

<table>
<thead>
<tr>
<th>Hypothesized no. of CE(s)</th>
<th>Max-Eigen Statistic</th>
<th>0.05 Critical Value</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>r=0</td>
<td>19.5133&lt;sup&gt;b&lt;/sup&gt;</td>
<td>14.2646</td>
<td>0.0067</td>
</tr>
<tr>
<td>r&gt;1</td>
<td>0.0019&lt;sup&gt;b&lt;/sup&gt;</td>
<td>3.8415</td>
<td>0.9615</td>
</tr>
</tbody>
</table>

<sup>b</sup> Denotes rejection of the hypothesis at the 0.05 test level

<sup>MacKinnon-Haug-Michelis (1999) p-value</sup>

4.3 Long-run and Short-run-elasticities

We further estimated the Unrestricted Error Correction Model (UECM) within the framework of the ARDL to capture both the short-run and the long-run relationships among the variables. Only the coefficient of the long-run parameter of real government expenditure is statistically significant except. Thus, a 1% change in both government expenditure may lead to approximately 0.1856% in real GDP (see Table 3). The coefficient of the policy dummy in the long-run is insignificant which implies that in the long-run, policy portfolios did not affect the structural relationship between the variables under study. Turning to the short-run dynamics, all the parameters are significant except the real government expenditure. Thus, the lagged error correction term is negative<sup>3</sup> and statistically significant implying that shocks to the equilibrium relationship could be restored at rate of approximately 4% per annum.

<sup>3 This is the expected right sign</sup>
Furthermore, standard Wald tests on the coefficients were conducted. To this end, the null hypotheses of no Granger Causality from government expenditure to economic growth is not rejected at the 1% level of significance. This implies that in the short-run, public spending does not Granger-cause economic growth and the reverse holds. Model diagnostic are further carried out to check the fitness of the model. To this, the Jacque-Bera normality test shows that residuals of the model are not normally distributed. However, the Ramsey RESET test shows that the model is well specified (i.e. we fail to reject the null hypothesis at 10% that the functional form is correctly specified) and the LM test shows that there is no serial correlation in the residuals of the model (see Appendix B). Furthermore, the CUSUM of Squares\textsuperscript{4} graph shows that the mean limit crosses the 5% critical level implying that the coefficient parameter of the model are not stable across the time horizon under study (see Appendix C).

**Table 3. Long-run and short-run elasticities**

*Panel A: Long-run elasticities, Dependent Variable, ln\(Y_t\)*

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Coefficients</th>
<th>Standard error</th>
<th>t-ratio</th>
<th>P-values</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>22.7177</td>
<td>0.5191</td>
<td>43.7598</td>
<td>0.0000</td>
</tr>
<tr>
<td>lnG(_{t-1})</td>
<td>0.1856</td>
<td>0.0669</td>
<td>2.7750</td>
<td>0.0077\textsuperscript{b}</td>
</tr>
<tr>
<td>Policy(_{t-1})</td>
<td>0.4618</td>
<td>1.3048</td>
<td>0.3539</td>
<td>0.7249\textsuperscript{b}</td>
</tr>
</tbody>
</table>

*Panel B: Short run elasticities*

Dependent Variable, Δln\(Y_t\)

<table>
<thead>
<tr>
<th>ΔlnG(_t)</th>
<th>0.0061</th>
<th>0.0078</th>
<th>0.7835</th>
<th>0.4370</th>
</tr>
</thead>
<tbody>
<tr>
<td>Policy</td>
<td>-0.0684</td>
<td>0.0379</td>
<td>-1.8018</td>
<td>0.0776</td>
</tr>
<tr>
<td>ECT(_{t-1})</td>
<td>-0.0365</td>
<td>0.0048</td>
<td>-7.5721</td>
<td>0.0000\textsuperscript{a}</td>
</tr>
</tbody>
</table>

\textsuperscript{4} Brown et al. (1975) developed the CUSUM
Furthermore, in an effort to balance the findings of UECM, a non-Granger Causality test by way of the standard Modified Wald test of Toda and Yamamoto (1995) is carried out.

The first step in this process is to appreciate the properties of these data series to determine the maximum order of integration as well as the optimal lag length for the augmented VAR (for the augmented VAR \((k + d_{\text{max}})\). All the series are integrated at order one \((d_{\text{max}} = 1)\). Moreover, the optimal lag length (see Appendix D) chosen is \((k = 3)\)^5. A standard MWALD test based on the standard asymptotic distribution is carried out on the coefficients of the variables to find out if there is a non-Granger causality or otherwise. To this end, since the \(p\)-value (0.0356) is bigger than the significance level of 1%, the null hypothesis of no Granger Causality from public expenditure to real GDP is not rejected. In a similar vein, the null hypothesis of no Granger from economic growth to government expenditure is not rejected (see Table 4). Thus, there is unidirectional Granger causality from economic growth to government expenditure. Therefore, this result refutes the Wagner’s hypothesis that there is a long-run tendency for public expenditure to grow at the backdrop of economic growth. These findings are consistent with that of Ghali (1999) and Ravn et al. (2012). These key findings have significant implications for fiscal space and the economic structure.

Table 4

Granger non-causality tests

---

5 The optimal lag length of the AVAR is chosen based on the following criteria: Log-Likelihood (LGKL), Likelihood ratio (LR), Hannan-Quinn (HQ), AIC and Schwarz Information Criteria (SIC).
Null Hypothesis       Modified Wald statistics  P-value            Decision

lnY_t ⇝ lnG_t          0.0636              0.9687            Fail to Reject

lnG_t ⇝ lnY_t          6.6692              0.0356            Reject\(^b\)

### Diagnostic tests

<table>
<thead>
<tr>
<th>Test</th>
<th>Value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>LM (2)</td>
<td>6.0244</td>
<td>[0.1973]</td>
</tr>
<tr>
<td>Hetero (1)</td>
<td>31.4263</td>
<td>[0.1419]</td>
</tr>
<tr>
<td>J-B Normality</td>
<td>17.5878</td>
<td>[0.0015]</td>
</tr>
</tbody>
</table>

Note: Note: ⇝ Implies does not cause. \(^a\), \(^b\) and \(^c\) indicate significance at 1%, 5% and 10% respectively. LM: Lagrange multiplier test of residual serial correlation. ARCH: autoregressive conditional heteroscedasticity test of residuals. Heteroscedasticity: This is based on the regression of squared residuals on squared fitted values. Normality is based on a test of skewness and kurtosis of residuals. The values in the parenthesis are the p-values.

### 5. Conclusion and policy implications

This study explores the causal nexus between real public expenditure and real economic growth. The unit root test shows that all the variables are integrated at order one and the Johansen (1991,1995) and Pesaran et al. (2001) cointegration tests show that the variables are cointegrated. Furthermore, the Toda-Yamamoto non-Granger causality method show that there is no Granger causality between economic growth and public expenditure therefore refuting the Wagner’s hypothesis with respect to the Ghanaian economy.

The implication of these findings given the assumption that the current trend will continue into the future is that government expenditure will increase along as the economy expands. It is therefore suggested that the government puts measures in place to reduce corruption, streamline government expenditures to curb the usual budgets overruns at various agencies.
and departments of the nation, and also rationalise the public sector to reduce inefficiencies in order to ensure fiscal discipline.
Appendices

Appendix A
ARDL bounds testing results for cointegration

<table>
<thead>
<tr>
<th>Dependent Variable Function</th>
<th>F- test statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1 F (lnY</td>
<td>lnG)</td>
</tr>
<tr>
<td>Model 2 F (lnG</td>
<td>lnY)</td>
</tr>
</tbody>
</table>

Asymptotic critical values

<table>
<thead>
<tr>
<th>1%</th>
<th>5%</th>
<th>10%</th>
</tr>
</thead>
<tbody>
<tr>
<td>I (0)</td>
<td>I (1)</td>
<td>I (0)</td>
</tr>
<tr>
<td>5.6970</td>
<td>6.9870</td>
<td>4.000</td>
</tr>
</tbody>
</table>

Note: <sup>a</sup>, <sup>b</sup> and <sup>c</sup> denotes significance levels at 1%, 5% and 10% respectively. Source of critical values: Narayan (2005, p. 1988).

Appendix B

<table>
<thead>
<tr>
<th>Model Diagnostics of ARDL</th>
<th>F-Statistics</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>LM (3)</td>
<td>1.6934&lt;sup&gt;a&lt;/sup&gt;</td>
<td>[0.1469]</td>
</tr>
<tr>
<td>ARCH (3)</td>
<td>1.4726&lt;sup&gt;a&lt;/sup&gt;</td>
<td>[0.2232]</td>
</tr>
<tr>
<td>J-B Normality</td>
<td>17.5327</td>
<td>[0.0002]</td>
</tr>
<tr>
<td>Ramsey’s RESET (2)</td>
<td>5.7165&lt;sup&gt;c&lt;/sup&gt;</td>
<td>[0.0059]</td>
</tr>
</tbody>
</table>

Note: LM: Lagrange multiplier test of residual serial correlation. ARCH: autoregressive conditional heteroscedasticity test of residuals. Heteroscedasticity: This is based on the regression of squared residuals on squared fitted values. Normality is based on a test of skewness and kurtosis of residuals. <sup>a</sup>, <sup>b</sup> and <sup>c</sup> denotes significance levels at 1%, 5% and 10% respectively.
Appendix C

Plots of CUSUM of recursive residuals

Appendix D

Lag Selection Criteria for the Augmented VAR and model diagnostics test statistics

Note: NA denotes not applicable and * denotes the chosen lag

<table>
<thead>
<tr>
<th>Lag</th>
<th>LogL</th>
<th>LR</th>
<th>FPE</th>
<th>AIC</th>
<th>SC</th>
<th>HQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-114.1068</td>
<td>NA</td>
<td>0.674555</td>
<td>5.277580</td>
<td>5.358679</td>
<td>5.307655</td>
</tr>
<tr>
<td>1</td>
<td>42.71810</td>
<td>292.2645*</td>
<td>0.000646*</td>
<td>-1.669004*</td>
<td>-1.425706*</td>
<td>-1.578778*</td>
</tr>
<tr>
<td>2</td>
<td>46.01567</td>
<td>5.845694</td>
<td>0.000668</td>
<td>-1.637076</td>
<td>-1.231578</td>
<td>-1.486698</td>
</tr>
<tr>
<td>3</td>
<td>49.78812</td>
<td>6.344586</td>
<td>0.000678</td>
<td>-1.626733</td>
<td>-1.059036</td>
<td>-1.416204</td>
</tr>
<tr>
<td>4</td>
<td>50.85888</td>
<td>1.703475</td>
<td>0.000779</td>
<td>-1.493585</td>
<td>-0.763690</td>
<td>-1.222905</td>
</tr>
<tr>
<td>5</td>
<td>53.56845</td>
<td>4.064350</td>
<td>0.000834</td>
<td>-1.434929</td>
<td>-0.542835</td>
<td>-1.104098</td>
</tr>
<tr>
<td>6</td>
<td>58.28047</td>
<td>6.639675</td>
<td>0.000820</td>
<td>-1.467294</td>
<td>-0.413000</td>
<td>-1.076311</td>
</tr>
</tbody>
</table>
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Public Policy

This study explores the causal nexus between real public expenditure and real economic growth.

The implication is that the study helps policy makers to ensure government derives value for money spent by directing government expenditures to the most productive sectors of the Ghanaian economy. It is therefore suggested that the government put measures in place to ensure effective government expenditure governance.