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Big data business models: Challenges and 
opportunities
Ralph Schroeder1*

Abstract: This paper, based on 28 interviews from a range of business leaders and 
practitioners, examines the current state of big data use in business, as well as the 
main opportunities and challenges presented by big data. It begins with an account 
of the current landscape and what is meant by big data. Next, it draws distinctions 
between the ways organisations use data and provides a taxonomy of big data  
business models. We observe a variety of different business models, depending not 
only on sector, but also on whether the main advantages derive from analytics  
capabilities or from having ready access to valuable data sources. Some major  
challenges emerge from this account, including data quality and protectiveness 
about sharing data. The conclusion discusses these challenges, and points to the 
tensions and differing perceptions about how data should be governed as between 
business practitioners, the promoters of open data, and the wider public.
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1. Introduction
Big data is increasingly seen as an essential element of a well-functioning economy. A number of 
reports and academic publications have pointed to the growing use of big data across economic 
sectors (Brynjolfsson, Hitt, & Heekyung, 2011; Bulger, Taylor, & Schroeder, 2014; George, Haas, & 
Pentland, 2014; Manyika et al., 2011; Schroeck, Shockley, Smart, Romero-Morales, & Tufano, 2012; 
Taylor & Schroeder, 2014; Taylor, Schroeder, & Meyer, 2014; Thomas & McSharry, 2015) and its  
potential to bolster productivity, efficiency, and growth. The realisation that data use is likely to  
become increasingly important and widespread in the coming years has led to discussions of how 
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best to promote big data approaches by means of policy and regulation (Brown & Marsden, 2013; 
Pasquale, 2015). Any such policies must be predicated upon a thorough understanding of the pre-
vailing landscape of how big data is being used by firms, and especially how different data sources 
are being used.

This article aims to furnish such an understanding by addressing three questions relevant to the 
use of big data. Firstly, what are the practitioners’ views of big data: how do they define this concept 
and how is its influence being felt in their industry? This helps to inform a general picture of the cur-
rent data landscape and sheds light on the way businesses and other stakeholders are adopting 
technologies and techniques to increase their use of data. Secondly, we can turn to business models 
with a view to learn, in broad terms, what opportunities have so far been identified and the various 
pathways to their implementation. Thirdly, the article investigates the main challenges faced by 
organisations working in the data economy and seeks to understand what, if any, steps can be taken 
to mitigate these challenges. In addressing these questions, the article draws on a series of 28 inter-
views with industry experts from a range of sectors.

The main findings can be summarised as follows: First, industry leaders acknowledge a wide vari-
ety of exciting opportunities connected to an ever increasing capacity to collect, store and analyse 
data. However, there has not, so far, been a big bang moment at which entire sectors simultane-
ously and completely transform, thanks to the increased use of data. Rather, business continues to 
undergo a significant but gradual transition towards a more data-driven landscape. In particular, 
many businesses started the wholesale incorporation of data into their business model decades 
ago, and many industries are still exploring the space of possible applications for (and sources of) 
data. There continue to be, therefore, opportunities for additional firms to realise the benefits of  
increased data utilisation—especially when doing so in new or innovative ways. Secondly, we can 
identify three classes of big data business models: data users, data suppliers and data facilitators. 
These three classes are mutually dependent but analytically separate, and a well-functioning, data-
oriented economy will simultaneously cultivate the growth of all three. Thirdly, there are a number 
of significant challenges facing big data firms. These challenges are regarded mostly as internal and 
reflect procedural problems in collecting, archiving and handling data. As such, it appears that an 
important objective for policy-makers seeking to encourage the efficient use of data in the economy 
should be to promote good practice in these areas. Yet there are also wider challenges about the use 
of big data within society-at-large. These have been widely discussed in the literature (Boyd & 
Crawford, 2012; Ekbia et al., 2015), but these discussions are not based on definitions of data and big 
data and so they do not distinguish adequately between commercial and government uses as  
opposed to research uses. In the conclusion, such an analytical definition (Cowls & Schroeder, 2015; 
Schroeder, 2014) will be presented which allows making such a distinction and thus provides a per-
spective on the findings derived from the interviews but also on the social implications of big data 
more generally. The aim here in the first instance is to provide a picture of how practitioners see big 
data affecting business and policy in practice, rather than to impose a definition from the start.

2. Related literature
There is a growing literature about the use of big data in business, but business models as such have 
not received sustained analysis. Mayer-Schönberger and Cukier (2013) described a range of early 
uses of big data and made suggestions for tackling some of the emerging legal and regulatory  
issues. A more recent analysis of these issues can be found in Pasquale (2015) (see also Lane & 
Stodden, 2014). While an overview of the broader issues is beyond the scope of this paper, we will 
see that the main concern among our interviewees is that government should create an appropriate 
environment such that privacy and other legal issues do not impede taking advantage of new sourc-
es of data. The advantages of these new sources for economics have been discussed by Einav and 
Levin (2014) and for the developing world, including economic development by (Taylor & Schroeder, 
2014). Brynjolfsson et al. (2011) showed that firms using big data had better performance than 
those that did not, although this study would require updating in view of the rapid development of 
this field. Apart from this, a number of reports showcase individual uses of big data (for government, 
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see Clarke & Margetts, 2014; for research, see Borgman, 2014; Eagle & Greene, 2014; Pentland, 2014; 
the current state of the art in relation to policy uses, see http://www.data4policy.eu/#!sota/cbiv).

It can mentioned that the literature bearing on this topic comes from a variety of academic disci-
plines, including law, economics and business and management studies, sociology and develop-
ment, and computer science and information science (to name only the main ones). As we shall see, 
the same is true of our interviewees, whose backgrounds span a wide range. Within such an emerg-
ing area, it is no surprise to find such a range of perspectives, though in the conclusion it will be  
argued that a focus on data sources can anchor the discussion and provide a purchase on the chal-
lenges ahead. This paper seeks to go beyond the existing literature by concentrating, even if still at 
an early stage, on the different kinds of business models that are deployed with big data uses, and 
to identify opportunities and challenges that arise with different approaches.

3. Data
In addition to desk research, this study relies on interviews with 28 industry experts (the roles and 
institutional affiliations of interviewees cited are provided in the text below) from a range of sectors 
using semi-structured interviews (10 items were structured to provide consistency across answers). 
These interviews included open-ended questions to allow exploring emerging issues in depth, as 
common in research in novel areas. The interviews focused on types of business models, challenges 
in collecting and using data, characteristics of businesses poised to take advantage of big data, skills 
needed and how government can promote productive use.

4. Methods
Experts were identified through their prominence in industry publications and conferences and via 
the snowball method. Participants were invited via email. Interviews were conducted face-to-face, 
via Skype, or telephone between September 2013 and January 2014. Each interview lasted between 
30 and 90 min, and interviews were transcribed for analysis. Eight women and 20 men participated 
in the study representing public, private and civil society organisations from a range of sectors in-
cluding finance, advertising, data management, software development, analysis platforms, risk 
analysis, human resources, research/education, retail, health, public service and the quantified self. 
Experts from the public sector included representatives from data.gov.uk, data.gov, the UK’s Open 
Data User Group and Administrative Data Liaison Service. Experts from the civil society sector repre-
sented the World Bank (a data scientist making data available for use especially by civil society) and 
the World Wide Web Foundation. The topic was also discussed informally with analysts in Seattle, 
Silicon Valley and London who requested anonymity. The study was governed by the ethical proce-
dures of the University of Oxford (https://www.admin.ox.ac.uk/curec/).

5. Additional materials
In addition to interviews, data were collected on the organisations represented by our experts, cov-
ering dimensions such as industry, and organisation age and size. Companies included in the study 
represent a range of sizes, from Mappiness, managed by one founder, to IBM with over 400,000 
employees on five continents. A blend of newer and older companies is represented, including the 
180-year old Willis Group and more recently founded companies Gild, Drawbridge and Datacratic. Of 
the 14 companies represented in the study, 9 are headquartered in the US (4 of which have offices 
in London), 4 are headquartered in the UK and 1 is based in Canada.

6. The evolving big data landscape
Attempts by scholars and industry leaders to study and conceptualise the (potential) benefits of a 
big data economy have been stymied by difficulties in defining big data. Indeed, if this concept is to 
be defined by its “bigness” then many would say that the size of a data-set usually exists on a con-
tinuum with no obvious threshold for qualification. Dr. Boris Mouzykantskii, Founder and CEO of 
IPONWEB, remarked “I don’t think anybody really talks about small data any more…anything which 
is data is now big data.”

http://www.data4policy.eu/#!sota/cbiv
https://www.admin.ox.ac.uk/curec/
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More concretely, proposed definitions might broadly be classified into absolute and relative ap-
proaches. Absolute definitions lay down a set of criteria that any data collection or analysis activity 
must satisfy in order to be classified as big data. This approach is typified by a pair of studies by 
Gartner, the consultancy firm, and IT firm IBM (Schroeck et al., 2012). These studies jointly define big 
data in terms of four V’s: volume, velocity, variety and veracity. These four dimensions, respectively, 
account for the amount of data generated or processed, the speed or frequency with which it is re-
corded and analysed, the range of sources and data types (e.g. demographic, textual, geographic, 
image, etc.) that are brought together and the reliability with which measurements are conducted 
and data are captured. This approach is well-known within the business community and a number 
of our interviewees referred to one or more of these dimensions in describing the nature of their 
work with data. The absolute approach, though, has a number of drawbacks. Firstly, the threshold 
issue remains. Although there may be consensus that big data frequently involve large volumes of 
high-velocity data, it remains unclear what exactly the minimum volume and frequency are. 
Selecting a cut-off for variety and veracity is even more problematic given that these dimensions are 
not readily quantifiable. Secondly, it remains unclear how data that partially satisfies this criteria are 
to be categorised. For example, should large volumes of data that exhibit little variety, velocity or 
veracity be thought of as big data? What about reliable (high veracity) data that exists only in small 
volumes?

A third problem with the absolute approach is that it ignores the dynamic nature of the techno-
logical environment within which big data is used. Little more than a decade ago, a five gigabyte 
data-set would have exceeded the computational and storage capacities of most desktop comput-
ers and might therefore have been viewed as satisfying the volume criterion. In 2014, however, the 
storage and processing of a data-set of this size is essentially trivial. Indeed, in response to the IBM 
(2012) survey, over half of the IT and business professionals described big data as between one tera-
byte and one petabyte in volume. This hints at an alternative definitional paradigm in which big data 
is defined not in absolute terms, but rather relative to the prevailing technological and analytical 
capacity of the day. The meaning of big data, then, changes in lockstep with our ability to handle it.

Although many of our interviewees talked in terms of their data’s volume, velocity, variety or ve-
racity, their broader view of big data and its role within business appears to be of a more relative 
nature. Dr. Phil Mui, Chief Product and Engineering Officer at Acxiom, for example, defined big data 
with reference to “the access methods and manipulation technologies to make sense of the data”, 
whilst Chris Nott, Chief Technology Officer of Big Data and Analytics at IBM UK, describes big data as 
an “evolution of capability”. Indeed, there appears to be a fairly widespread view that businesses are 
undergoing a process of change that, while rapid, represents an evolution rather than a revolution. 
Many of our interviewees thought that the main opportunities created by big data have come from 
increases in the scale, speed or accuracy of existing processes rather than fundamentally new activi-
ties. As Basem Nayfeh, Chief Technology Officer at Audience Science describes: “The real shift is the 
processing. It’s the ability to capture and store and then wrangle the data and to come back with 
some response in a reasonable amount of time”. This sentiment was also reflected in the emphasis 
our respondents placed on the cost reduction dimension of technological progress in this area. Boris 
Mouzykantskii described the process as: “The amount of data which could be accessed […] at a rea-
sonable price point gets bigger and bigger.” Where genuinely novel opportunities have arisen, firms 
appear to be involved in an ongoing process of experimentation. Nigel Davis of Willis Group, for ex-
ample, remarked “We’re [still] learning about the potential value of some of the newer data sources 
like social media and other feeds of data to different areas of our business.”

This reserved optimism notwithstanding, our experts identified a number of ways in which big 
data and the attendant processing technologies have had a clear qualitative impact on what they 
are able to achieve. Many of these advances are related to the ability to link different datasets in a 
single analysis. In the past, data were often in silos—collected and analysed for single purposes due 
to the costs of storage and testing models. This has now changed. Mark Elliot of the Centre for 
Census and Survey Research at the University of Manchester says that “the thing that changes 
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everything for me is the fact that there are linkages. There are linkages between data and there are 
linkages from data to people. So the tie between ourselves and our data is much tighter and becom-
ing increasingly so”. Bringing together large data-sets allows for matching and connections that 
were not previously possible. Linkages between, for example, weather data and satellite images for 
the catastrophic modelling performed by the Willis Group, or online and offline purchasing behav-
iours performed by Tesco, potentially enable businesses to make better informed decisions.

A second important practice enabled by new technological capabilities is more powerful predic-
tion. Paul Malyon of Experian says that “the main difference between big data and the standard data 
analytics that we’ve always done in the past is that big allows us to predict behaviour. Also, predict 
events based upon lots of sources of data that we can now combine in ways that we weren’t able to 
before”. Prediction is not a new phenomenon for commerce, but the difference with big data is the 
method of prediction. Traditional methods emphasised the “why” of behaviours or phenomena—
e.g. why are more units of coffee sold in one region over another. The answer was then used to 
predict what would happen next. This represents a “theory first” approach to data analysis. Relatively 
small amounts of data were used to construct a theoretical understanding of the underlying process 
or behaviour which could serve as the basis for prediction.

Big data has brought a shift since the volumes and varieties of data often mean that prediction 
can be decoupled from understanding the underlying conceptual processes (Mayer-Schönberger & 
Cukier, 2013). Instead, esoteric patterns in the data can be used for forecasting the future without 
any intuitive or obvious reason for why the prediction should work as it does. For example, Google 
discovered that it was able to forecast flu epidemics ahead of official indicators purely by looking at 
traffic for a subset of search keywords (Ginsberg et al., 2009). These keywords were chosen for their 
correlation with the variable of interest rather than their semantic content. This kind of prediction 
comes with risks: Without an understanding of the underlying mechanism, predictions are vulnera-
ble to changes in the underlying structure of behaviour or the environment that render the implicit 
model invalid. Recent failures in Google’s flu prediction (Lazer, Kennedy, King, & Vespignani, 2014) 
are a case in point, and also highlight the general lack of transparency about how the data were ar-
rived at, which presents a barrier to replicability. (It can be added that this obstacle is not insupera-
ble: a subsequent study using Wikipedia to predict flu and other diseases was both more powerful 
and is open to replication since the data source is open; see Generous, Fairchild, Deshpande, Del 
Valle, & Priedhorsky, 2014).

In sum, the general sentiment among our experts was that the increased use of data is having a 
positive impact on their sector. Nevertheless, many business leaders do not see “big data” as a new 
phenomenon. Rather, it is perceived as being a continuation of a process by which companies seek 
competitive advantage or efficiency through the application of (data) science and technology. 
What’s new is the scope of opportunity offered by big data, along with the cost-effectiveness for 
businesses of all sizes.

It should be emphasised that a consistent finding in our interviews was the crucial role that open 
data, often provided by governments or civil society groups, plays in facilitating these new opportu-
nities. According to Tariq Khokhar, data scientist at the World Bank, “One of the biggest providers 
and creators of administrative data is government”. Paul Maylon explained that “We often use open 
data as a basic building block or bedrock on top of which we layer other sources of data”. More gen-
erally, it became quickly apparent that open data, especially from public sources, is absolutely foun-
dational for many of the new economic opportunities being created through the intensive use of 
data in business. There is also evidence that this important role is being recognised by open data 
providers: Jeanne Holm, Evangelist at Data.gov, the US government’s open data portal, observes 
that “We’re seeing a whole sector that is looking at augmenting traditional services with open data 
to create either new services or smarter services within a company”. Similarly, Susan Bateman, Head 
of Data Science at the UK Cabinet Office reports that a priority for her team is to think of ways to 
make the data more relevant for businesses.
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A number of our interviewees expressed the need for caution in embracing the promises of data or 
encouraging others to do so. Firstly, data, like any resource, has an associated cost and these costs 
should not be understated. Even though costs for data storage have decreased, they still must be 
balanced against benefit and value. There is a prevailing belief that more data are always better—al-
lowing for improved predictive analysis. Jeremy Barnes, Co-founder and Chief Technology Officer of 
Datacratic, challenges this notion, asking “is the value of having that extra bit of information worth 
the price you’re going to pay for it?” More generally, value is a consistent concern among our experts, 
yet how data are valued and extracted varies for each sector. Business strategy and purpose are 
considered critical determinants of how truly valuable particular data-sets are to a business.

Secondly, the benefits of big data—so hyped by the popular media—should not be overstated. 
Boris Mouzykantskii asserts that in truth, analysis is still a far way from predicting behaviours or tai-
loring advertising to an individual with an ideal degree of accuracy and personalisation. Personalised 
advertising, for instance, still relies on heuristic techniques such as segmentation—the categorising 
of people’s predicted behaviours based on the aggregated behaviours of others with similar pur-
chasing or viewing behaviours. Mouzykantskii remarks: “The online industry shot themselves in the 
foot. They basically overhyped internally their ability to learn from the data”.

Thirdly, even the relatively mild form of audience segmentation referred to by Mouzykantskii may 
already seem invasive to some and society is still in the process of setting the boundaries of how and 
when personal data can collected and used. Simon Thompson of ESRI illustrates this point with a now 
infamous example. In 2012, Target, a US retailer of grocery and home goods, sent coupons for baby 
clothes and cribs to a 15-year-old girl having successfully predicted her pregnancy before her family 
knew. This incident has been widely used as an example of how invasive data analysis has become. 
In an ironic twist, as Thompson points out, the Target case also shows how far data analysis must still 
go: Target’s analysis system obviously did not know the girl’s age. A more recent case of invasiveness 
is the Facebook “emotional contagion” experiment, performed on more 700,000 Facebook users, 
without their knowledge, by changing the words in their newsfeed to see if they would react posi-
tively or negatively (Kramer, Guillory, & Hancock, 2014). This study has raised not just issues of re-
search ethics, but also broader questions of whether this kind of research can condition people.

We return to the challenge of maintaining an appropriate contextual frame as data-sets grow in 
the conclusion. However, it is worth signalling already at this point that this study raised the issue 
not just of prediction and conditioning people, but also about the relation between academic re-
searchers on the one hand, and on the other researchers and data from users in the private sector 
(in this case, Facebook): without going into details (the study is discussed in Schroeder, 2014), the 
relevance for business models is that there was a considerable public outcry (BBC, 2014; Guardian, 
2014a, 2014b) and debate among researchers (Grimmelman, 2014; Schneier, 2015) which is still 
ongoing. It can be mentioned that researchers were in two camps: some argued that restricting this 
research among academics would only drive it underground to be pursued within private companies 
without making it open to public scrutiny (Meyer, 2014). Others (Schroeder, 2014) argued that trans-
parency and replicability were important for science and that the larger issues about using big data 
to shape behaviour deserve a broader debate.

7. Big data business models

7.1. Data business models
It is easy to find an example of a company that might be considered a poster child for big data. 
Usually, such success stories will involve the innovative use of big data to deliver new products or to 
achieve large efficiency gains in some particular way. In this section, we step back from particular 
practices to take a more abstract view of the ways that data can serve as a central component of a 
business model and the opportunities that these imply. It should be stressed that these business 
models are not mutually exclusive and many of the organisations in our sample engaged with the 
data economy through more than one of these channels.
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7.1.1. Informing business decisions
Before discussing ways to directly monetise proprietary data, it is important to remark that in many 
instances data need not be directly monetised at all in order to have an appreciable economic im-
pact. Indeed companies have used data internally to inform strategic decisions and refine business 
processes since long before data-enabled business became fashionable (Beniger, 1986). In these 
cases, data are used as an input into the management process. The effect of big data has been to 
amplify this practice. In the most advanced organisations, first-party data are used to inform inter-
nal business decisions on an extremely fine-grained scale. For business-to-business vendors such as 
Rolls Royce, the primary business model is the sale of equipment to clients such as Boeing or Virgin 
Atlantic. In the background, however, data collected via remote sensors installed on their equip-
ment alert the company to maintenance issues allowing them to provide better service and inform-
ing research and development. Likewise, retailers such as Tesco and Starbucks have been pioneers 
in the use of reward cards to collect data about their customers and match their online and offline 
purchasing behaviours. These data also inform decisions about products, pricing, promotions, stock 
keeping and overall business strategy. While the primary business model for these companies is  
retail, first-party data inform many major decisions.

7.1.2. Data brokers
One obvious way to monetise proprietary first-party data is to treat it like any product and sell it to 
other parties. Thus, first-party data is treated as an output in its own right. A relatively pure example 
of this kind of business model can be observed in Nielsen, a market research company, which pro-
vides data and analysis on audience behaviours. Nielsen collects its first-party data using audience 
panels based either on its own research areas or contracted research. The business model for Nielsen 
is provision of data related to audience research in diverse formats based on client specifications.

In other cases, firms are discovering that data they generate through the everyday operation of 
their business can have a market value in its own right. Social media firms such as Twitter, for exam-
ple, sell access to the data they host to third parties that use it for a variety of purposes such as 
market insight and sentiment analysis. Likewise, news organisations and online media platforms 
collect data from visitors to their websites. This first-party data primarily reflects web behaviours 
(searching, views, clicks, downloads and posts) and location and device information. While this data 
informs internal decision-making, website owners also act as data brokers and sell this data to third 
parties. They additionally have the option of collaborating with other businesses such as advertisers 
to run campaigns based around this data.

Nigel Davis, Analytics IT Director at Willis Group, helps us to understand why data brokers are so 
important to the evolving data economy: “It’s a broadening spectrum of data that we wish to use 
and analyse, and the range of sources is ever increasing. These range from regular feeds of live data 
as web services hosted by companies and agencies through to statistics, demographics, and risk 
datasets from an increasing number of third parties [emphasis added]”. As it becomes increasingly 
common to combine data from disparate sources during analysis, it becomes more likely that or-
ganisations will turn to third parties to supply that data. It is no more obviously efficient or practical 
for every organisation to collect its own data than it is for every organisation to drill its own oil or 
generate its own electricity.

Data brokerage is not new. Customer lists have long been viewed as valuable and marketable 
proprietary assets, while various companies have provided real-time stock price data from the floor 
of the New York Stock Exchange since the late nineteenth century. However, two important new 
trends are emerging. Firstly, as analytical techniques and computational capacity expand to encom-
pass text and other forms of unstructured data, the scope of what constitutes data (and, therefore, 
of what constitutes a data broker) has grown. Since the complete text of a newspaper archive might 
now properly be regarded as data, a company holding such an archive can become a data broker 
simply by making access possible via an API. Secondly, there has been a large growth in the number 
of business activities, transactions, and interactions that are digitally mediated. This means that 



Page 8 of 15

Schroeder, Cogent Social Sciences (2016), 2: 1166924
http://dx.doi.org/10.1080/23311886.2016.1166924

data that would previously have been discarded or never captured in the first place is now stored 
digitally “from birth”. Thus companies that had not been concerned with data find themselves in 
possession of data that may be of value to others.

7.1.3. Data analytics as a service
Many of our experts emphasised that the value of data lies not in its intrinsic merits, but rather in the 
actions resulting from analysis. “People want answers; they don’t want more data”, as Vivienne Ming 
of Gild put it. However, many organisations that are not data companies per se do not currently have 
the internal expertise or capacity to perform that analysis. As a result, a common business model for 
companies in the big data sphere is the provision of analytics as a service. The potential forms for 
analytics as a service are diverse. Examples in our sample range from large organisations such as 
Experian, which draws on massive data-sets to provide consumer credit scoring, to start-ups such as 
Gild, which recruits on behalf of technology firms using web data to profile potential employees. In 
any event, the defining feature of analytics-as-service businesses is that they take as an input data 
(its own proprietary data, data supplied by its client, some third party source of data or any combina-
tion of these) and produce as an output a data summary, analysis, insight, advice or some other 
product derived from that data.

Big data analytics are also becoming available for personal use with the rise of consumer-facing 
analytics firms. Mappiness, a mobile application that allows users to report their levels of happiness 
and receive feedback, collects personal data, analyses it and reports it in a usable form to users, 
whilst BrightScope offers retirement plan ratings and investment analytics based on a combination 
of open and personal data. An important part of the business model of firms such as Amazon and 
Netflix is also the provision of data-driven recommendations to consumers that both enhance the 
customer’s experience and improve customer retention.

7.1.4. Consultancy and advisement
Fully realising the benefits of big data require expertise in technology, data analysis, business and 
organisational strategy, ethics and a host of other areas. Dozens of questions must be addressed in 
formulating and implementing a coherent data strategy. Examples include what is the best archi-
tecture for the physical data storage infrastructure, how should data workers be situated within a 
managerial hierarchy, what security protocols should be introduced to protect the integrity of  
the data and what is the appropriate ethical stance on handling personal data? However, just as 
some companies are not well-positioned to perform their own data analysis, others lack the in house  
expertise to tackle all dimensions of this strategic problem. This has given rise to an industry of firms, 
such as IBM, that provide consultancy and expertise on precisely these matters.

7.1.5. Tools providers
Storage media, servers and workstations, barcode scanners, statistical analysis and visualisation 
software, database software, remote sensors, encryption technology and networking equipment 
and many other examples of hardware and software constitute the tools of trade for a data-inten-
sive business. The producers of these tools are therefore an important part of the big data economy. 
Examples of companies that provide big data tools include IPONWEB, a provider of infrastructure 
and technology for the online advertising industry, and ESRI, which provides a geospatial software 
analysis platforms.

7.2. A typology of big data business models
The big data business models described above can be grouped into three categories to yield a novel 
data business model taxonomy. The first category is what might be termed data users. These are 
organisations that use data either to inform business decisions, or as an input into other products 
and services such as credit reports or targeted advertising campaigns. These are organisations en-
gaged in answering the question: how can data be used to create value within our business?
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The second class of business model encompasses data suppliers. These are organisations that ei-
ther generate data that is of intrinsic value and therefore marketable, or else serve a kind of brokerage 
role by providing access to an aggregation of first- and third-party data. Such firms need not specialise 
in the supply of data. Indeed, many organisations are finding that they hold data that are of consider-
able value when some third party puts it to a use other than that for which is was originally collected. 
Since, like most information goods, the fixed costs of data production are usually high relative to the 
variable costs of distribution, there are potentially large efficiency gains from this kind of data reuse.

The third class of business model encompasses the range of activities that support third parties 
that are lacking in infrastructure or expertise. These data facilitators perform a range of services in-
cluding advice on how to capitalise on big data, the provision of physical infrastructure and the provi-
sion of outsourced analytics services. These organisations are playing an especially important role 
during the current time of transition when a large number of firms are reorganising to make data 
more central to their business, but still lack the expertise or capacity to do so entirely internally.

The reason we believe our taxonomy to be useful is that, when viewed at this level of abstraction, 
it becomes clear that there is a substantial degree of interdependency between different classes of 
big data business model. Data users depend upon infrastructure and data that is supplied by data 
facilitators and data suppliers, respectively. Likewise, data facilitators play an important practical 
role in enabling the collection and aggregation of data by data suppliers. Lastly, both data suppliers 
and data facilitators are dependent upon an active community of data users to create a market for 
their products. Since the different types of big data business depend so closely upon each other for 
success, any policy directed at strengthening the data economy as a whole should take a relatively 
holistic stance, aiming to foster activities across the entire spectrum of big data business models. 
The typology is summarised in Table 1.

8. Challenges, obstacles, and policy suggestions

8.1. Data quality
As a practical matter, one significant day-to-day challenge faced by big data users is working with 
data of a generally low quality. Marwa Mabrouk, Cloud and Big Data Product Manager at ESRI esti-
mates that “typically most data scientists spend between 75% and 80% of their time just cleaning 
up the data and moving it around and preparing it for analysis”. Likewise, Jeremy Barnes, Co-founder 
and Chief Technology Officer at Datacratic estimates that “90% of the time is spent manipulating 
and transforming data and 10% is spent doing actual data science”. This represents a significant 
overhead to data work stemming from inconsistencies in the formatting of different data-sets (e.g. 
if two data-sets store dates in different formats then one must be converted before the data can be 
merged), or because of generally bad practice in the way that data are collected and stored (e.g. 
Brian Lorenz, Vice President of Data at BrightScope, reported that historical retirement plan data are 
made available by the US government only in non-machine readable PDF form). These problems can 
be partly mitigated if the development of and adherence to consistent standards is encouraged at 
both the organisation and industry level.

Table 1. Big data business model typology
Type Example functions Dependencies
Data users Using data to inform strategic deci-

sions; building data into products
Depend on suppliers for raw data, 
and on facilitators for infrastructure 
and skills

Data suppliers Gathering primary data; aggregating 
and packaging data for sale

Depend on facilitators for infrastruc-
ture and skills, and on users both as 
customers and as sources of data

Data facilitators Supplying infrastructure; consul-
tancy; outsourced analysis

Depend on users and on suppliers as 
customers
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8.2. Context, metadata and data provenance
Valid inferences can only be reliably drawn from data when the analyst has a thorough understand-
ing of the data and the context from which it was drawn, but both are often lost as data-sets are 
increasingly combined and aggregated. The above-noted example of Target’s pregnancy marketing 
faux pas is a case in point: that particular problem arose because data on purchasing habits were 
detached from a relevant contextual point (the subject’s age). Mouzykantskii neatly summarised the 
problem thus: “There is no easy or standard way to keep metadata about what the data means to-
gether with data in a nice and searchable and consistent way. And that means that the knowledge 
of what the data actually meant gets separated from the data”. The problems created by this lack of 
standardisation are magnified because they limit the ability of skilled data workers to move seam-
lessly between industries. Tim Davies, Open Data Research Coordinator for the World Wide Web 
Foundation, provides the example of working with National Health Service data: those working on 
health issues, but unfamiliar with NHS codes are likely to face a steep learning curve, while only 
those familiar with the sector’s idiosyncratic practices are likely to “comprehend what the data 
was”.

Indeed, the problem of context loss is closely related to the broader issue of metadata use and 
data longevity. In order for data to remain useful in the future (or to be useful to third parties) it is 
not only necessary that the data be readable, but also that it be documented in a transparent and 
consistent way so that all users understand what the data represents. However, our respondents 
reported that metadata is used inconsistently, if at all—raising the spectre of mistakes stemming 
from future misinterpretations of unlabelled data-sets. This problem is exacerbated in cases where 
large volumes of data, such as that created on the social web, is curated by users rather than a cen-
tralised, institutionalised data management authority because individual users are generally less 
likely to adhere to any standard labelling practice.

A third point is that, while data collection methods are typically well-understood for those collect-
ing the data, the provenance of third-party data is often much more opaque. In fact, for companies 
such as Nielsen and ComScore that provide data and analysis based on audience panels, part of the 
proprietary dimensions of their business may be the formation of these panels. A few of our experts 
raised concerns about the media industries’ shared reliance on these data-sets, asking who exactly 
the panel members were and what is really known about them. Daryl McNutt, Vice President of 
Marketing at Drawbridge, observed that even well-respected self-regulatory organisations in the 
advertising industry, including the Interactive Advertising Bureau (IAB) and the Media Rating Council 
(MRC) need to be more inclusive about the methods by which they arrive at their ratings. He opined 
that “There shouldn’t be a black box or secret sauce. I think you have to do it in a way that is trans-
parent so that people know there is real science and technology behind it”. More generally, many 
businesses that use third-party data find themselves relying upon data sources without a complete 
understanding of how they were collected or generated.

8.3. Standards and accessibility
It is not only in the application of metadata that standard practices are lacking. There is a more 
general lack of standardisation in the way that data is stored and processed. A key theme in our 
analysis has been the importance of combining and linking data-sets to generate new combinatorial 
insights. But achieving this often requires that the systems responsible to collecting and processing 
that data are also linked. Our interviewees have described the nightmare of attempting to introduce 
an integrated data operation into an organisation with dozens of different computer and software 
systems, none of which were designed with compatibility in mind. Bret Shroyer of Willis Group de-
scribes the challenge thus: “We have no ‘go to’ tool. We have to think about how do we want to put 
this together, how are we going to connect it to our database, what sort of model are we going to 
build and it’s a number of manual steps to get there”. So long as a common standard that allows the 
interconnection of systems is absent, this will be a recurring challenge.
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A related issue is that of accessibility. Where tools do exist, they are often designed for implemen-
tation and use by specialist data scientists or engineers. Columbia University’s Dr. Cathy O’Neil notes 
“I want to think about the algorithm and not the implementation of the algorithm. I want to press a 
button, and ignoring costs for a moment, I want it to fire up as many machines on as large a grid as 
is necessary to do this computation within a given time limit. And I don’t want to have to think about 
that too hard. And things like Hadoop, MapReduce, and other related platforms are a good step to-
ward that. They basically make it possible to do huge calculations, but they don’t make it easy yet”. 
As the use of data becomes more pervasive in the economy, it is natural to expect that handling 
data will become a routine task for an ever larger fraction of the work force. But this can only happen 
if tools are developed that allow non-expert workers to perform tasks that are currently the preserve 
of specialists.

8.4. Internal politics
Company politics affect what data are shared internally, both between and within departments, as 
well as how data are shared with third parties. This very human element can create obstacles that 
technology alone cannot surmount. Decisions about how data are formatted for sharing and match-
ing across datasets are critical and impact ease of later processing (c.f. the above discussions of data 
quality and metadata), but these decisions are often shaped as much by organisational structure 
and hierarchy as by practical or technical considerations.

8.5. The role of government
Our interviewees were concerned that industry expertise is not adequately represented in discus-
sions of regulation, but perspectives varied. Some felt that the potential of big data has been over-
stated, resulting in uninformed panics. Others worried that decision-makers are not sufficiently 
informed about the various opportunities presented by big data and the practical reality faced by 
organisations that wish to take advantage of them. Heather Savory of the UK Open Data User Group 
remarked “The government should be providing the minimum regulatory infrastructure to allow 
things to work and allow for economic opportunity and deliver effective public services. It really 
shouldn’t be interfering in businesses. What it should be doing is promoting the opportunities associ-
ated with using open data to people who might not have considered them”. In short, there is a 
general desire for a minimum regulatory infrastructure combined with activities targeted at promot-
ing the economic benefits of big data where these may not be well-known.

There was agreement that big data policies should be transparent, clear, fair and consistent. 
These are hallmarks of any good regulation, but merit special mention because there is a shared 
sense that the existing regulatory environment fails on a number of these counts. One area of par-
ticular friction surrounds the issue of privacy and personal data. The law has lagged behind both the 
growth in personal data use and developments in technical and statistical anonymisation tech-
niques. There is also a lack of standardisation of privacy practices across jurisdictional boundaries. 
These failings are reflected in a somewhat piecemeal response to the personal data issues in indus-
try, and there is still no accepted standard for how such issues should be treated—or even what the 
appropriate definition of personal data should be. Voluntary standards or codes of conduct, accord-
ing to interviewees, would be a good first step given the likely intractability of a truly global privacy 
regulation. Germany was cited by Tariq Khokhar as a positive example of a country that provides 
strong privacy protection, but does so in a fair and transparent manner that also respects the needs 
of the business community. Yet the regulatory environment is currently in flux, with new European 
Data legislation on the horizon precisely because of some of the questions raised by new data sourc-
es, and other jurisdictions such as in the US similarly in need of updating (Pasquale, 2015).

9. Discussion and conclusion
If we combine our findings about types of business models (data users, facilitators and suppliers) 
with the challenges we have outlined, it is clear that those pursuing the three models will have quite 
different bottlenecks in going forward strategically: data quality affect all three, but addressing this 
issue may be costly for suppliers, may lead users to discount or factor in the reliability of data and 
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prompt facilitators to seek the best available sources. Similarly if we think of context, metadata and 
provenance: suppliers will have a strong incentive to provide more well-organised data, whereas 
users will rely on the best organised data and suppliers will need to bear the substantial costs of this 
better organisation. The organisational politics are only critical to users if it has a direct bearing on 
reliability, while suppliers will need to put mechanisms in place whereby they only allow access that 
keeps their competitive advantage in place, while facilitators need mechanisms so that their ser-
vices can bridge data sources and skills with those for whom they are useful. This complex web of 
dependencies is bound to crystallise in the coming years, but it behoves businesses to ask them-
selves how they are placed to overcome these challenges, given that the type of business model 
they pursue is bound to be already largely determined by its capacities and resources.

Data quality also points to an emerging tension that is related to business models but takes us 
beyond them. Savage and Burrows (2007, 2009) (see also Kitchin, 2014) pointed out some time ago 
that access to big data provides an advantage for the private sector that is often not available to 
social scientists (though Wikipedia is an important counterexample). While this is an ongoing  
debate, it is also important to recognise that big data in academic research is different from big data 
in the private sector. A definition of big data (Schroeder, 2014; see also Cowls & Schroeder, 2015) can 
be provided for scientific research and relates to how data are a source for the validity of knowledge. 
However, big data for business purposes (and indeed purposes outside of scientific knowledge) is a 
different matter: e.g. the novel predictive capabilities that a number of our interviewees discussed as 
a key feature of big data approaches does not require scientific validity (if, based on geolocation 
data, someone is misled to the wrong shop offering discounts or if the prediction that I would like to 
buy a book on Amazon is wrong—these are errors that may not matter for being able to improve 
sales, though they would be unacceptable for academic publication). While in some cases there will 
be legal or consumer rights attendant upon misleading predictions (Pasquale, 2015), these are not 
the same issues as with big data for scientific validity, which may have few or no legal or rights  
implications in some cases (e.g. as with the analysis of Wikipedia). We are aware that there are some 
cases where such issues are involved—again, the Facebook contagion study provides a widely dis-
cussed example—but here the issue is when the company might use this knowledge to manipulate 
its users, while the issue of the scientific validity of the study (again) is separate. This also entails that 
the data quality issues mentioned by our interviewees only partly overlap with issues of data quality 
in the case of academic research. Another example here is Twitter, where limited access or access 
to how the data are collected is an issue for social science research (González-Bailón, Wang, Rivero, 
Borge-Holthoefer, & Moreno, 2014). However, analysing the same data for marketing purposes, for 
example, does not require the same standards of validity, even if, of course, marketing companies 
want their analysis to be as accurate as possible.

In other words, although several of our interviewees raised the issue of data quality and of under-
standing the context of data, these are practical issues separate from scientific issues, and also only 
partially overlap with regulatory issues arising from inaccurate data. Hence discussions of the valid-
ity of knowledge based on big data (Boyd & Crawford, 2012) and of the need for greater regulation 
(Pasquale, 2015) can suffer from insufficient differentiation between the types of data sources, their 
uses and aims (e.g. contributing to scientific knowledge or contributing to increasing sales). The 
value of data is increasingly being recognised as an asset, whether the data are proprietary or public 
(in which case they are likely to require cleaning or putting into suitable formats for analysis). This 
valuableness also raises new issues for business: among the main ones identified so far are the qual-
ity of the analyses (see on this point Cowls & Schroeder, 2015) or that the “black boxed” nature the 
analysis entails that less-than-transparent decisions are made (Pasquale, 2015), which may  
adversely affect customers and decision-makers.

An additional issue, however, are simply the sources of the data: if public data or data collected 
from the public are being used, there is a need for regulatory environments in which these uses can 
take place such that the benefits are regarded as benefitting those who provide the data. This could 
be states, whose taxpayers provide open data, or companies that provide free services in return for 
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customers providing data, or states and service providers (welfare states or insurance companies) 
who need data in order to provide services. In all these cases, more actors are engaging in more 
complex cost–benefit analyses, which require institutional environments which make these analy-
ses predictable and transparent.

Finally, as concerns the role of government, it too, of course is a user of data, but mainly a supplier 
(see Reimsbach-Kounatze, 2015), and so its role can only benefit other users and facilitators and 
suppliers. At the same time, government is also in need of private sector data to enable informed 
policy-making. The coherence and incoherence in the regulatory and legal environment concerning 
data is therefore emerging as a critical issue, and urgently requires the attention of policy-makers. 
While this large topic is beyond the scope of this paper, it can be mentioned that there is, of course, 
a burgeoning literature on privacy laws beyond borders in relation to protecting data (Greenleaf, 
2012, 2013; see also Rule, 2007). The importance of law and policy raises a point that was made 
earlier in this paper (see Section 2), which is that while a typology of big data business models and 
its implications may be mainly of interest to those in management and business studies, the topic 
cannot be confined to these disciplines: it must take into account legal and regulatory issues, and 
also spans questions of the methods and nature of knowledge within academic social science, and 
further the broader question of how knowledge outside of academia is applied in various contexts.

Hence, finally there is a tension which emerges from our interviews which was not apparent to 
interviewees themselves, but which has also so far not been apparent in the literature about big 
data and its social implications: as was discussed, many of the business models discussed here rely 
at least in part on open data-sets, and the primary concern of interviewees was that governments 
should enable the use of private and public data-sets by means of providing regulatory or legal 
frameworks ensuring the maximally productive use of data sources. In society-at-large, on the other 
hand, there are growing concerns over the use of big data, perhaps triggered by issues which have 
little to do with big data as discussed here per se (Wikileaks, the Snowden revelations). The main 
concerns in public discussions are related to uses of big data in social media research which is one 
of the main new sources of data, especially in academic research (again, the Facebook social conta-
gion study has been the most widely discussed)—though it is a small subset of the data we have 
discussed here. Thus, we arrive at a tension related to big data business models insofar as these 
wider concerns, and their potential resolution, dominate public discussion, but are only to limited 
extent overlapping with the data sources we have discussed here. Big data using social media is only 
one source among several data sources that have been discussed here. Data apart from social me-
dia data also form the bulk of the data in the business models discussed here and the data that 
governments want to make available. There is moreover a third type of data which is neither social 
media data nor open government data: proprietary data held within firms, and this is commonly 
data that the three models we depict rely on (though typically in combination with open data pro-
moted by government. It should be noted that we use open data here to mean publicly available 
data collected typically by governments. We do not mean data sought by civil society for greater 
transparency, [see https://okfn.org/opendata/], though the two sometimes overlap).

The space in the Venn diagram where these three types of data (social media data, open data 
promoted by government and proprietary data) overlap is small, but unless these different data 
sources, and especially their uses and implications, are disentangled, neither the business commu-
nity nor the public is likely to be satisfied, with government caught amidst different discourses and 
unable to reconcile demands which conflate a number of data sources and policies about how pri-
vacy could be ensured in relation to these. These tensions are likely to affect the future of big data 
business models. How they can be resolved remains an open question.
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